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In this text, we describe Ito integrals (stochastic integrals) and Ito formula as important tools in the
theory of stochastic processes, and we describe a part of analysis of Markov processes with jumps by
using stochastic differential equations (SDE’s). (We assume the readers are well-known about basics of
probability theory.)
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1 Definition of Stochastic Processes

1.1 Probability spaces and stochastic processes

A stochastic process is random variables with time parameter; Xt = Xt(ω) where t ≥ 0 denotes the time
and ω ∈ Ω is a parameter of randomness, i.e., Xt is on a probability space (Ω,F , P ).

If we consider the time as times like 1st time, 2nd time, 3rd time, . . . in a coin tossing, then n = 1, 2, . . .
denote the time and we denote the random variables as Xn = Xn(ω). The previous one is called as
“continuous time”, the later one is as “discrete time”.

For ech ω ∈ Ω, X.(ω) = (Xt(ω))t≥0) is called a sample path. If (Xt) has continuous sample paths,
then it is called a continuous process or a C-process, or if paths are right-continuous and have
left-hand-limits (rcll), then it is called a discontinuous process or D-process.

Let I be an interval of R+ = [0,∞) or a discrete set of Z+ or N, Let S be a topology space (we mainly consider the

d-dimensional Euclid space Rd).
A stochastic process {Xt}t∈I on a probability space (Ω,F, P ) is a set of S-valued random variables Xt = Xt(ω) parameterized

by time t ∈ I, i.e., (Xt)t∈I . (We usually omit the variables ω ∈ Ω if it is not necessary.)
If I is an interval, then it called as a continuous time (stochastic) process, or if I is a discrete set, then it is called as a

discrete time (stochastic) process. However, in the later case, it is mainly denoted by Xn, n = 0, 1, 2, . . . . And S is called as
a state space.

In this text we mainly consider the continuous time processes, so we let I = [0, T ] or [0,∞) and S = R1 or Rd. (Off course,
we note them if we change.)

A filtration (Ft)t≥0 is a family of sub σ-additive classes of F such that Fs ⊂ Ft if s < t.

{Xt} is (Ft)-adapted
def⇐⇒ ∀t ≥ 0, Xt ∈ Ft, i.e., Xt is Ft-measurable.

{Xt} is measurable if it is measurable function of (t, ω), that is, the following is measurable;

(t, ω) ∈ ([0,∞) × Ω,B1
([0,∞)) ⊗ F) 7→ Xt(ω) ∈ (R

1
,B1

)

For a stochastic process {Xt}, if we let F0
t := σ(Xs; s ≤ t) =

∨
s≤tX

−1
s (B1) = σ(

⋃
s≤tX

−1
s (B1)),

then {Xt} is (F0
t )-adapted.

In usual, to the above filtration we add N = {N ∈ F ;P (N) = 0}, i.e., Ft = F0
t ∨ N = σ(F0

t ∪ N ).
Under this filtration if ∀t ≥ 0, Xt = Yt a.s. then, {Yt} is also (Ft)-adapted.

This filtration is called the canonical filtration by {Xt}.

For two processes X = {Xt}, Y = {Yt},

• X and Y are equivalent
def⇐⇒ ∀t, P (Xt = Yt) = 1.

• X and Y are strong equivalent P (∀t,Xt = Yt) = 1.

• X and Y are equivalent in law
def⇐⇒ ∀t1, · · · , tn ∈ I, (Xt1 , . . . , Xtn)

(d)
= (Yt1 , . . . , Ytn) (in the sense

of distributions), that is, at any finite time points, the finite dimensional distributions are equal.

Clearly, [strong equivalence ⇒ equivalence ⇒ equivalence in law], however, the inverses are
not true in general.

For example, if both have right-continuous sample paths, then the equivalence implies t strong equiv-
alence. Because the probability of that they are equal at every rational time points is one, and their
right-continuities implies at every irrational time points.

1.2 Exponential times and Poisson processes

For a constant α > 0, a random variable τ = τ(ω) is distributed by an exponential distribution with
a parameter α if

P (τ > t) =

∫ ∞

t

αe−αsds = e−αt.

That is, τ has a distribution with a density function f(s) = αe−αs.
In this text, we simply call τ as an α-exponential time or an exponential time.
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The mean and the variance can be easily calculated and they are given as

E[τ ] =

∫ ∞

0

αse−αsds =
1

α
, V (τ) = E[τ2] − (E[τ ])2 =

1

α2
.

Question 1.1 Calculate the above variance.

Proposition 1.1 If τ is an exponential time, then it has the following memoryless property:
for t, s ≥ 0,

P (τ > t+ s| τ > s) = P (τ > t).

Proof.

P (τ > t+ s| τ > s) =
P (τ > t+ s)

P (τ > s)
=
e−(t+s)

e−s
= e−t = P (τ > t).

Proposition 1.2 τ1, τ2, . . . τn are independent and α1, α2, . . . , αn-exponential times, then
min{τ1, τ2, . . . τn} is an α1 + α2 + · · · + αn-exponential time. Furthermore, it holds

P (min{τ1, τ2, . . . τn} = τk) =
αk

α1 + α2 + · · · + αn
.

Proof. For simplicity, we show in case of n = 2, k = 1.

P (τ1 ∧ τ2} > t) = P (τ1 > t, τ2 > t) = P (τ1 > t)P (τ2 > t) = e−(α1+α2)t.

The joint distribution of τ1, τ2 is a product of each distributions of them by independence. Hence,

P (min{τ1, τ2} = τ1) = P (τ1 < τ2)

=

∫ ∞

0

dsα1e
−α1sP (s < τ2)

=

∫ ∞

0

dsα1e
−α1se−α2s

=
α1

α1 + α2
.

The general case is a similar.

For a given λ > 0, a stochastic process (Xt)t≥0 is a Poisson process with a parameter λ (simply
called a λ-Poisson process) if it satisfies the following:

(1) X0 = 0.

(2) If 0 ≤ s < t, then Xt −Xs is distributed by a Poisson distribution with a parameter λ(t− s), i.e,

P (Xt −Xs = n) = e−λ(t−s)λ
n(t− s)n

n!
(n = 0, 1, 2, . . . ).

(3) Xt has independent increments, i.e., for 0 < t1 < t2 < · · · < tn, Xt1 , Xt2 − Xt1 , . . . , Xtn − Xtn−1

are independent.

Theorem 1.1 (Construction of a Poisson process) Let σ1, σ2, . . . be identically independent
distributed random variables each be a λ-exponential time. Set τn =

∑n
k=1 σk, τ0 = 0 and let

Xt = n ⇐⇒ τn ≤ t < τn+1, i.e., Xt :=

∞∑
n=0

n1[τn,τn+1)(t) = max{n; τn ≤ t}.

Then this is a λ-Poisson process.
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Note The inverse of the above result holds, that is, if (Xt)t≥0 is a λ-Poisson process and let τ1, τ2, . . .
be jump times of it, then τ1, τ2 − τ1, τ3 − τ2, . . . are i.i.d. and each of them is a λ-exponential time.

In order to show the above result, we use the following result.

Proposition 1.3 The sum of independent n-number of λ-exponential times σk; τ =
∑n

k=1 σk is
distributed by the gamma distiribution Γ(n, λ), i.e.,

P (τ < t) =

∫ t

0

1

(n− 1)!
λnsn−1e−λsds.

Proof. By the independence of (σn),

P (σ1 + · · · + σn < t) =

∫
s1+···sn<t

λne−λ(s1+···sn)ds1 · · · dsn.

By the change of variables such that uk = s1 + · · · sk (k = 1, . . . , n) and s = un,∫
s1+···sn<t

λne−λ(s1+···sn)ds1 · · · dsn =

∫ t

0

dun

∫ un

0

dun−1 · · ·
∫ u2

0

du1λ
ne−λun

=

∫ t

0

dun

∫ un

0

dun−1 · · ·
∫ u3

0

du2u2 λ
ne−λun

=

∫ t

0

dun
1

(n− 1)!
un−1
n λne−λun

=

∫ t

0

ds
1

(n− 1)!
λnsn−1e−λs

The proof of Theorem 1.1 Since τn is independent of σn+1 and distributed by Γ(n, λ), we have

P (Xt = n) = P (τn ≤ t < τn+1 = τn + σn+1)

=

∫ t

0

ds
1

(n− 1)!
λnsn−1e−λsP (t < s+ σn+1)

=

∫ t

0

ds
1

(n− 1)!
λnsn−1e−λse−(t−s)λ

= e−λt λn

(n− 1)!

∫ t

0

sn−1ds = e−λtλ
ntn

n!
.

By a similar way,

P (τn+1 > t+ s,Xt = n) = P (τn+1 > t+ s, τn ≤ t < τn+1)

= P (τn + σn+1 > t+ s, τn ≤ t)

=

∫ t

0

du
1

(n− 1)!
λnun−1e−λuP (u+ σn+1 > t+ s)

=

∫ t

0

du
1

(n− 1)!
λnun−1e−λue−λ(t+s−u) = e−λ(t+s)λ

ntn

n!
.

Hence,

(1.1) P (τn+1 > t+ s| Xt = n) = e−λs = P (σ1 = τ1 > s).

Moreover,
(1.2)

under the condition Xt = n, τn+1 − t, σn+2, . . . , σn+m has the same distribution as σ1, σ2, . . . , σm.
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In fact,

P (τn+1 − t > s1, σn+2 > s2, . . . , σn+m > sm| Xt = n)

= P (τn ≤ t < τn+1, τn+1 − t > s1, σn+2 > s2, . . . , σn+m > sm)/P (Xt = n)

= P (τn ≤ t, τn+1 − t > s1)P (σn+2 > s2, . . . , σn+m > sm)/P (Xt = n)

= P (τn+1 − t > s1| Xt = n)P (σ2 > s2, . . . , σm > sm)

= P (σ1 > s1)P (σ2 > s2, . . . , σm > sm)

= P (σ1 > s1, σ2 > s2, . . . , σm > sm).

By this and noting that τn+m − t = (τn+1 − t) + σn+2 + · · · + σn+m, we have in general, for m ≥ 1, we
can get

P (τn+m > t+ s| Xt = n) = P (τm > s).

By subtracting the above from the above with m+ 1 instead of m, we have

P (τn+m ≤ t+ s < τn+m+1| Xt = n) = P (τm ≤ s < τm+1) = P (Xs = m).

By using this, for n ≥ 0,m ≥ 1,

P (Xt = n,Xt+s −Xt = m) = P (Xt = n,Xt+s = n+m)

= P (Xt = n)P (Xt+s = n+m| Xt = n)

= P (Xt = n)P (τn+m ≤ t+ s < τn+m+1| Xt = n)

= P (Xt = n)P (Xs = m).

By summing on n ≥ 0,

P (Xt+s −Xt = m) = P (Xs = m) = e−λλ
msm

m!
.

In case of m = 0, it can be seen P (Xt+s −Xt = m) = e−λs, and this is included in the above. In fact, by

P (τn > t+ s| Xt = n) = P (τn > t+ s| τn ≤ t < τn+1) = 0,

if we subtract this from (1.1), then

P (Xt+s = n| Xt = n) = P (τn ≤ t+ s < τn+1| Xt = n) = e−λs.

Thus,

P (Xt = n,Xt+s −Xt = 0) = P (Xt = n,Xt+s = n)

= P (Xt = n)P (Xt+s = n| Xt = n)

= P (Xt = n)e−λs.

Hence, by summing on n ≥ 0, we have P (Xt+s−Xt = 0) = e−λs, and the independence of Xt, Xt+s−Xt.
Moreover, by a similar way and by using (1.2), we have for 0 ≤ t1 < · · · < tk,

P (Xt0 = n0, Xt1 −Xt0 = n1, . . . , Xtk −Xtk−1
= nk)

= P (Xt0 = n0, Xt1 = n0 + n1, . . . , Xtk = n0 + · · · + nk)

= P (Xt0 = n0)P (Xt1−t0 = n1, . . . , Xtk−t0 = n1 + · · · + nk).

Therefore, by repeating this, we have the following independent increments:

P (Xt0 = n0, Xt1 −Xt0 = n1, . . . , Xtk −Xtk−1
= nk)

= P (Xt0 = n0)P (Xt1−t0 = n1) · · ·P (Xtk−tk−1
= nk)

= P (Xt0 = n0)P (Xt1 −Xt0 = n1) · · ·P (Xtk −Xtk−1
= nk).
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1.3 Brownian motions (Wiener processes)

A real-valued stochastic process (Bt)t≥0 is a (1-dimensional) Brownian motion is that

(1) B0 = 0 a.s.

(2) (Bt) is continuous, i.e., for a.a.ω, the sample path B·(ω) is continuous.

(3) For 0 = t0 < t1 < · · · < tn, {Btk − Btk−1
}nk=1 are independent and Btk − Btk−1

is distributed by
the normal distribution N(0, tk − tk−1).

Moreover, if Bt = (B1
t , . . . , B

d
t ) has d numbers of independent one-dimensional Brownian motions

as components, then it is called a d-dimensional Brownian motion. (It is realized as a product
probability space of d-numbers of independent one-dimensional Brownian motions.)

In this case (Bt) satisfies the same conditions as above with the following (3)’ instead of (3);

(3)’ For 0 = t0 < t1 < · · · < tn, {Btk − Btk−1
}nk=1 are independent and Btk − Btk−1

is distributed by
the d-dimensional normal distribution N(0, (tk − tk−1)Id).

Let W = C([0,∞) → R1) and let W be the σ-additive class determined by the local uniform conver-
gence topology.

Moreover let w = w(t) ∈ W0
def⇐⇒ w ∈ W ;w(0) = 0. For any finite number of time points tn =

(t1, . . . , tn); 0 ≤ t1 < t2 < · · · < tn <∞ and for any An ∈ Bn, C(tn, An) = {w ∈W0; (w(t1), . . . , w(tn)) ∈
An} is called a cylinder set). We denote the σ-additive class generated by all cylinder sets as W0 (it is
known that this is the same σ-additive class determined by the relative topology of W ).

Theorem 1.2 (Existence and uniqueness of Wiener measure) There exists a unique proba-
bility measure PB on (Ω,F) = (W0,W0) such that under this measure Bt(w) = w(t) is a Brown motion.

PB is called the Wiener measure. The Brownian motion is also called the (1-dimensional) Wiener
process.

We give the proof at the end of this section.
The distribution of d-dimensional Brownian motion Bt = (B1

t , . . . , B
d
t ) is a probability measure on

W d
0 3 w;w ∈ C([0,∞) → Rd), w(0) = 0, and this is called the d-dimensional Wiener measure.

The distribution of Bt is given as P (Bt ∈ dx) = pt(x)dx, where

pt(x) :=
1

√
2πt

d
e−|x|2/(2t) (x = (x1, . . . , xd) ∈ Rd, |x| =

√
x21 + · · · + x2d).

gt(x) is a density function of d-dimensional normal distribution Nd(0, t).
The characteristic function of this normal distribution if given as

φ(z) = φBt
(z) := E[eiz·Bt ] = e−t|z|2/2 (z ∈ Rd),

where z ·Bt = z1B
1
t + · · · + zdB

d
t .

Let

pt(x, y) := pt(y − x) =
1√
2πt

e−|y−x|2/(2t).

Then the finite dimensional distribution of the Brownian motion is given by the following: for 0 < t1 <
t2 < · · · < tn and Ak ∈ B1,

P (Bt1 ∈ A1, . . . , Btn ∈ An) =

∫
A1

dy1pt1(0, y1)

∫
A2

dy2pt2−t1(y1, y2) · · ·
∫
An

dynptn−tn−1(yn−1, yn).

In fact, by the independent increments letting t0 = 0, we have

P (Btk −Btk−1
∈ Ak, k = 1, 2, . . . , n) =

n∏
k=1

∫
Ak

ptk−tk−1
(xk)dxk
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and by the change of variables xk = yk − yk−1 (y0 = 0) we get the above equation. Here note that
{Bt1 ∈ A1, Bt2 ∈ A2} = {Bt1 ∈ A1, Bt2 − Bt1 ∈ A2 − A1} where A2 − A1 is a family of differences of
elements, and this is not the difference set; A2 \A1.

In the following (Ft) is a standard filtration by the Brownian motion (Bt) (basically, it is a one
dimensional BM except (9)),

[Properties of Brownian motions]　
(1) EB2n

t = (2n− 1)!!tn, EB2n−1
t = 0 (n ≥ 1).

(2) For 0 ≤ s < t, Bt −Bs is independent of Fs.

This is equivalent to independent increments. From this (Bt) is martingale (described latter), i.e.,
0 ≤ s < t⇒ E[Bt −Bs| Fs] = 0

(3) The covariance E[BtBs] = t ∧ s (s, t > 0).

(4) A continuous process (Xt) is a Brownian motion ⇐⇒ ∀0 ≤ s < t, E[eiz(Xt−Xs)| Fs] = e−(t−s)z2/2,
where (Ft) is the canonical filtration by (Xt).

(5) The Brownian motion is invariant under the following transforms (a > 0 is a fixed):

Ba
t = Ba+t −Ba, Bt = −Bt, S

a(B)t =
√
aBt/a,

where Sa(B)t is called a scale conversion or scaling.

(6) The total variation of Brownian motion in [T1, T2] is infinite a.s., i.e., denote a division as ∆ =
{tk};T1 = t0 < t1 < · < tn = T2, then

V = sup
∆

∑
k=1

|Btk −Btk−1
| = ∞ a.s.

(7) ∀ε > 0, (Bt) has (1/2 − ε)-Hödler uniform continuous paths a.s., i.e, for all γ > 0,

lim
h→0

sup
s 6=t;|t−s|≤h

|Bt −Bs|
|t− s|γ

= 0 or ∞ a.s. if γ < 1/2 or γ ≥ 1/2.

(8) Sample paths of Brownian motion are not differentiable at every time points a.s.

(9) Let (Bt) be a d-dimensional Brownian motion and T be a d× d orthogonal matrix. Then (TBt) is
also a Brownian motion. Moreover, let τS := inf{t > 0;Bt ∈ S = Sd−1

r } be a hitting time to the
sphere 球面 S = ∂Bd(0, r). Then the distribution of BτS = BτS(ω)(ω) is the uniform measure on S.

Furthermore, the Brownian motion (Bt) has the following properties: (We omit the proofs.)

• Xt = tB1/t is also a Brownian motion with X0 = 0.

•
lim sup

t↓0

Bt√
2t log log(1/t)

= 1 a.s.

Moreover, by symmetry, lim inf t↓0 is −1, and by scaling,

lim sup
t↑∞

Bt√
2t log log t

= 1 a.s.

• ∀ε > 0, (Bt) has (1/2 − ε)-Hödler uniform continuity a.s. as mentioned, more precisely, it satisfies
the following:

lim
h→0

sup
s 6=t;|t−s|≤h

|Bt −Bs|√
2|t− s| log(1/|t− s|)

= 1.
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[The proofs of properties of Brownian motions] 　 (1) It can be calculated directly, or by

differentiating the both sides of the characteristic function E[eizBt ] = e−tz2/2.
(2) For 0 ≤ s1 < · · · < sn ≤ s < t and for bounded Borel functions f(x), g(x1, . . . , xn), it can be seen

E[f(Bt −Bs)g(Bs1 , . . . , Bsn)] = E[f(Bt −Bs)]E[g(Bs1 , . . . , Bsn)]. In fact, if n = 2, then

E[f(Bt −Bs)g(Bs1 , Bsn)]

=

∫
R4

f(x4 − x3)g(x1, x4)ps1(x1)ps2−s1(x1, x2) · · · ps−s2(x2, x3)pt−s(x3, x4)dx1 · · · dx4

=

∫
R4

f(y2)g(x1, x2)ps1(x1)ps2−s1(x1, x2)ps−s2(y1)pt−s(y2)dx1dx2dy1dy2

=

∫
R

f(y2)pt−s(y2)dy2

∫
R2

g(x1, x2)ps1(x1)ps2−s1(x1, x2)dx1dx2

= E[f(Bt −Bs)]E[g(Bs1 , Bs2)],

where we use the change of variables of x4−x3 = y2, x3−x2 = y1 and
∫
ps−s2(y1)dy1 = 1. Thus, Bt−Bs

is independent of (Bs1 , . . . , Bsn), i.e., F0
s , and hence, Fs.

Moreover, it can be taken as f(x) = x, and hence, E[Bt −Bs| Fs] = E[Bt −Bs] = 0
(3) If 0 ≤ s < t, then E[BtBs] = E[(Bt −Bs)Bs +B2

s ] = EB2
s = s.

(4) (⇒) is obvious from the above. (⇐) By E[eiz(Xt−Xs)| Fs] = e−(t−s)z2/2, for 0 ≤ s1 < · · · < sn <
s < t and for a bounded Borel function f(x1, . . . , xn), we have

E[eiz(Xt−Xs)f(Xs1 , . . . , Xsn)] = E[E[eiz(Xt−Xs)| Fs]f(Xs1 , . . . , Xsn)]

= e−(t−s)z2/2E[f(Xs1 , . . . , Xsn)].

Hence, Xt −Xs is independent of Fs and it is distributed by a normal distribution N(0, t).

(5) If we denote each transform as Xt, then it is enough to show E[eiz(Xt−Xs)| Fs] = e−(t−s)z2/2 and
to be a continuous process. However,they are almost evident.

(6) We may let [T1, T2] = [0, 1] by (5). Bt is uniform continuous at t ∈ [0, 1] a.s., and hence,

δn = max
1≤k≤n

|Bk/n −B(k−1)/n| → 0 (n→ ∞) a.s.

Let Xn =
∑n

k=1(Bk/n−B(k−1)/n)2 and Zk = (Bk/n−B(k−1)/n)2−1/n. Then EZ2
k = 3/n2−2/n2+1/n2 =

2/n2, and thus,

E(Xn − 1)2 =

n∑
k=1

EZ2
k =

2

n
→ 0.

Therefore, ∃{nk};Xnk
→ 1 a.s. From these, we have

V = sup
∆

n∑
k=1

|Btk −Btk−1
| ≥ Xnk

δnk

→ ∞ a.s.

(7) Since E|Bt−Bs|2n = cn|t−s|n (cn = (2n−1)!!), and by the Kolmogorov’s continuity theorem
(described at the end of this section), for ∀γ < (n− 1)/(2n) → 1/2, (Bt) is γ-Hölder uniform continuous.

Moreover, in order to show that it is ∞ if γ = 1/2, we fix ∀L ≥ 1 and let An = {|Bk/n −B(k−1)/n| ≤
L/

√
n, k = 1, 2, . . . , n}. By the scaling property we have P (|Bk/n−B(k−1)/n| ≤ L/

√
n) = P (|Bk−Bk−1| ≤

L) = P (|B1| ≤ L) =: pL ∈ (0, 1). The independence implies P (An) = pnL. Hence,
∑

n≥1 P (An) < ∞.

By Borel-Cantelli’s lemma, P (lim supAn) = 0. Thus, it holds that with probability one, ∃N = N(ω) ≥
1; ∀n ≥ N, ∃k ≤ n, |Bk/n −B(k−1)/n| > L/

√
n. By the arbitrariness of L ≥ 1, we have the desired result.

(8) We may set the time interval as [0, 1). The proof is done by the following steps:

P (∃s ∈ [0, 1); ∃B′
s) ≤ P

 ⋃
m≥1

⋃
N≥1

Am,N

 = 0,
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where

Am,N =
⋂

n≥N

n+1⋃
i=1

i+3⋂
j=i+1

{
|Bj/n −B(j−1)/n| ≤

8m

n

}
.

First, if ∃s0 ∈ [0, 1]; ∃B′
s0 , then

∃m ≥ 1, ∃t0 > s0; |Bt −Bs0 | ≤ m(t− s0), t ∈ [s0, t0].

Moreover, if sk = ([ns0] + k)/n, 1 ≤ k ≤ 4, then s0 < s1 ≤ · · · ≤ s4, s4 − s0 ≤ 4/n and ∃N ≥ 1; ∀n ≥
N, sk ∈ [s0, t0]. Hence from the above, we have for each k = 2, 3, 4,

|Bsk −Bsk−1
| ≤ |Bsk −Bs0 | + |Bs0 −Bsk−1

| ≤ 2m(s4 − s0) ≤ 8m

n
.

That is, ∃m,N ≥ 1; ∀n ≥ N , if we set i = [ns0] + 1, then 1 ≤ i ≤ n + 1 and |Bj/n − B(j−1)/n| ≤ 8m/n

for j = i + 1, i + 2, i + 3. Therefore, we have the first inequality. Next, it is enough to show ∀m,N ≥
1, P (Am,N ) = 0. By a simple calculation,

P

(∣∣Bj/n −B(j−1)/n

∣∣ ≤ 8m

n

)
=

2√
2π/n

∫ 8m/n

0

e−x2/(2/n)dx =
2√
2π

∫ 8m/
√
n

0

e−x2/2dx ≤ C√
n
.

Thus, we have

P (Am,N ) ≤ inf
n≥N

P

n+1⋃
i=1

j+3⋂
j=i+1

{
|Bj/n −B(j−1)/n| ≤

8m

n

}
.


≤ lim inf

n→∞

n+1∑
i=1

i+3∏
j=i+1

P

(
|Bj/n −B(j−1)/n| ≤

8m

n

)
≤ lim

n→∞
(n+ 1)

(
C√
n

)3

= 0.

(9) The first of half can be immediately obtained by calculating the characteristic function of the
increments of finite numbers of time points. In fact, for z, x ∈ Rd, by 〈z, Tx〉 = 〈tTz, x〉, we have, for
0 ≤ t0 < t1 < · · · < tn, zk ∈ Rd(k = 1, 2, . . . , n),

E

[
exp

{
i

n∑
k=1

〈zk, T (Btk −Btk−1
)〉

}]
= e−

∑n
k=1(tk−tk−1)|tTzk|2 = e−

∑n
k=1(tk−tk−1)|zk|2 .

Thus, if we let every component of zk be 0 except zj , then the j component of (TBt) is a one-dimensional
Brownian motion, and the above last expression is equal to the product of the each forms. Hence, the
independence of each components holds.

On the later half, for any orthogonal matrix T , let τTS be the hitting time to S of TBt, then τTS = τS .
By the above result and the uniqueness of the distribution of Brownian motion we have that for ∀A ∈ B(S),

P (BτS ∈ A) = P (T (B)τT
S
∈ A) = P (T (B)τS ∈ A) = P (T (BτS ) ∈ A) = P (BτS ∈ T−1A).

This implies µS(dξ) := P (BτS ∈ dξ) is a rotation invariant measure on S. Moreover, if t → ∞, then

P (Bt ∈ B(0, r)) =

∫
B(0,r)

pt(x)dx→ 0. Thus, we see P (τS < ∞) = 1 and we get µS(S) = 1. (If

P (τS = ∞) > 0, then 0 < P (∀t > 0, Bt ∈ B(0, r)) ≤ lim supt→∞ P (Bt ∈ B(0, r)) = 0. This is
inconsistent.

[Construction of Brownian motions]　 It is well-known that there are 3 ways, however, we give
the simplest way.

It is enough to show the case of t ∈ [0, 1]. Because the case of [0, T ] is the same, and by the uniqueness
it is possible to extend to [0,∞). Let D =

⋃
n≥1{k/2n; k = 0, 1, . . . , 2n} be the family of all binary rational

numbers in [0, 1].
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First, by using Kolmogorov’s extension theorem to the probability space on R∞, a probability
P0 can be constructed on RD (3 w = w(t) : D → R is a function) such that the every finite dimensional
distribution of Xt(w) = w(t) is the same as the Brownian motion.

Furthermore, it is possible to show that (Xt) satisfies the conditions of the following Kolmogorov’s

continuity theorem. Hence, (Xt) is uniform continuous on D a.s., and X̃t = limr↓t;r∈DXr is continuous.

Thus, Bt = X̃t is the desired one.

Theorem 1.3 (Kolmogorov’s continuity theorem)
(1) Let D =

⋃
n≥1{k/2n; k = 0, 1, . . . , 2n} be the family of all binary rational numbers in [0, 1]. In

general, if a stochastic process {Xt}t∈D on a Banach space (B, ‖ · ‖) satisfies

∃C,α, β > 0;E‖Xt −Xs‖α ≤ C|t− s|1+β ,

then Xt is uniform continuous on D a.s.
(2) If {Xt}t∈[0,1] satisfies the above inequation for ∀s, t ∈ [0, 1], then there exists a continuous modi-

fication {X̃t}t∈[0,1] uniquely, and it is γ-Hölder uniform continuous a.s. for ∀γ < β/α; i.e.,

lim
h→0

sup
s 6=t;|t−s|≤h

‖Xt −Xs‖
|t− s|γ

= 0 a.s.

Proof. For simplicity, we denote ‖ · ‖ = | · |. Fix 0 < γ < ∀δ < β/α and set ∆n = 1/2n. Note
β − αδ > 0.

(1) By a simple calculation,

E

∑
n≥1

2n∑
k=1

( |Xk∆n −X(k−1)∆n
|

∆δ
n

)α
 ≤

∑
n≥1

2n∑
k=1

C∆1+(β−αδ)
n = C

∑
n≥1

∆β−αδ
n <∞.

Thus, the inside of the above expectation is finite a.s. and hence,

lim
n→∞

2n∑
k=1

( |Xk∆n −X(k−1)∆n
|

∆δ
n

)α

= 0 a.s.

Therefore,
P
(∃n0; ∀n ≥ n0,

∀k = 1, 2, . . . , 2n, |Xk∆n
−X(k−1)∆n

| < ∆δ
n

)
= 1.

We denote this event as Ω0; P (Ω0) = 1. On Ω0, we can see that

(1.3) ∃n0; ∀r, r′ ∈ D; 0 < r − r′ < ∆n0
, |Xr −Xr′ | ≤ C ′|r − r′|δ

with C ′ = 2/(1 − 2−δ), and hence, (Xt) is uniform continuous on D. In fact, ∃n ≥ n0;∆n+1 < r −
r′ ≤ ∆n and r, r′ are in the same interval [k∆n, (k + 1)∆n], or each is in adjacent intervals ((k −
1)∆n, k∆n), (k∆n, (k + 1)∆n). In case of r, r′ ∈ [k∆n, (k + 1)∆n], we estimate |Xr − Xr′ | ≤ |Xr −
Xk∆n

| + |Xk∆n
−Xr′ |. At first, by using binary notation we denote r − k∆n = ε1∆n+1 + · · · + εp∆n+p

(∃p ≥ 1, εi = 0 or 1). Let r0 = k∆n, rj = k∆n + ε1∆n+1 + · · · + εj∆n+j (j = 1, 2, . . . , p). By
rj − rj−1 = εj∆n+j ≤ ∆n+j , we have, on Ω0

|Xr −Xk∆n
| ≤

p∑
j=1

|Xrj −Xrj−1
| <

∞∑
j=1

∆δ
n+j = ∆δ

n+1/(1 − 2−δ).

|Xk∆n −Xr′ | satisfies the same estimate, and hence, (noting r − r′ > ∆n+1)

|Xr −Xr′ | ≤ 2∆δ
n+1/(1 − 2−δ) ≤ 2(1 − 2−δ)−1|r − r′|δ.

In case of r ∈ ((k − 1)∆n, k∆n), r′ ∈ (k∆n, (k + 1)∆n), by k∆n − r, r′ − k∆n < ∆n and by using
binary notation, we can get the same estimation.
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Therefore, (1.3) holds.

(2) By (1), Xt is uniform continuous. Define X̃t as Xt for t ∈ D, and X̃t = limr∈D;r↓t for t /∈ D.
Then it is a continuous process and

∃n0; ∀s, t ∈ [0, 1]; 0 < t− s <
1

2n0
, |X̃t − X̃s| ≤ C ′|t− s|δ

holds. By γ < δ < β/α, it is obvious that it has a γ-Hölder uniform continuity. Moreover, for t /∈ D, if
we take rn ∈ D; rn ↓ t, then

E|X̃t −Xt|α ≤ lim inf
n→∞

E|X̃rn −Xt|α ≤ C lim inf
n→∞

|rn − t|1+β = 0.

Thus, ∀t ∈ [0, 1], P (Xt = X̃t) = 1, that is, (Xt) and (X̃t) are equivalent, and this continuous modification

(X̃t) is unique in the sense of strong equivalence.

1.4 Markov processes and martingales

(Xt) is a Markov process (MP)
def⇐⇒ For all 0 ≤ s < t and for all bounded Borel functions f ,

E[f(Xt)| Fs] = E[f(Xt)| Xs] a.s. Moreover, if (the above)= E[f(Xt−s)| X0 = x]|x=Xs
a.s., then it is

called a time-homogeneous MP) More precisely, let (Xt, Px) be a Markov process staring from x;
Px = P (·| X0 = x), Then, it is time-homogeneous if and only if for all x, Ex[f(Xt)| Fs] = EXs [f(Xt−s)]
a.s.

When Ft = F0
t := σ(Xs; s ≤ t), the above definition is that

for 0 ≤ s1 < · · · < sn = s < t, a1, . . . , an ∈ R,

E[f(Xt)| Xs1 ≤ a1, . . . , Xsn ≤ an] = E[f(Xt)| Xs ≤ an].

Moreover, it is time-homogeneous if and only if (the above)= E[E[f(Xt−s)| X0 = x]|x=Xs
| Xs ≤ an].

That is, for all x,

Ex[f(Xt)| Xs1 ≤ a1, . . . , Xsn ≤ an] = Ex[EXs [f(Xt−s)]| Xs ≤ an].

If a Markov process is on a discrete space, then it is also called a Markov chain.
A countable set S valued stochastic process (Xt)t≥0 is a continuous-time Markov chain if ti has

the following Markov property; For all s, t ≥ 0, i, j, kℓ ∈ S, 0 ≤ uℓ < s (ℓ ≤ ℓ0),

P (Xt+s = j| Xs = i,Xuℓ
= kℓ (ℓ ≤ ℓ0)) = P (Xt+s = j| Xs = i).

Moreover, the following is a time-homogeneous property;

P (Xt+s = j| Xs = i) = P (Xt = j| X0 = i).

We denote this as a transition probability qt(i, j) = P (Xt = j| X0 = i).

Theorem 1.4 A Poisson process is a continuous-time Markov chain.

It is clear by the following question.

Question 1.2 In general, for a countable linear space valued continuous-time stochastic process, if it has
independent increments, then it is a Markov chain.

Answer. Let Xt be a stochastic process satisfying the assumption. For 0 ≤ t1 < t2 < · · · < tn < tn+1,
the independence of Xt1 , Xt2 −Xt1 , . . . , Xtn+1 −Xtn implies Xtn+1 −Xtn , (Xt1 , . . . , Xtn) are independent,
and Xtn+1

−Xtn , Xtn are independent. Hence, these imply the Markov property;

P (Xtn+1
= jn+1| Xtk = jk, 1 ≤ k ≤ n) = P (Xtn+1

−Xtn = jn+1 − jn| Xtk = jk, 1 ≤ k ≤ n)

= P (Xtn+1
−Xtn = jn+1 − jn)

= P (Xtn+1
−Xtn = jn+1 − jn| Xtn = jn)

= P (Xtn+1
= jn+1| Xtn = jn).
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[Markov property of Brownian motions]
For a Brownian motion (Bt, P ) starting from 0, (x + Bt) is a Brownian motion starting from x. We

denote the distribution as Px on (W = W d,W). Then (x+Bt) is changed to (Bt). Under Px, this is the

same as Bt(w) = w(t), w ∈ W and Px(B0 = x) = 1 holds. That is, (Bt, Px)
(d)
= (x+ Bt, P0) and P = P0

hold.
For the filtration, let N = {N ∈ W ; ∀x ∈ Rd, Px(N) = 0} and the canonical filtration is given as

Ft = F0
t ∨N with F0

t = σ(Bs; s ≤ t). The right-continuous filtration is given as F∗
t ≡ Ft+ := ∩ε>0Ft+ε.

Then, it holds that F∗
t = Ft (it is shown later). .

For each s ≥ 0, a shift operator θs on W is defined by θsw(t) := w(t+ s).

Theorem 1.5 (Markov property for (Ft)) Let Y be a bounded W-measurable function. ∀x ∈
Rd, ∀s ≥ 0, it holds

Ex[Y ◦ θs| Fs] = EBs
[Y ] a.s.

For a bounded Borel function f and 0 ≤ s < t, if we let Y = f(Bt−s), then Y ◦ θs = f(Bt) and the
above equation is Ex[f(Bt)| Fs] = EBs

[f(Bt−s)] = E[f(Bt−s)| B0 = x]| x=Bs
. This implies (Bt) is a

time-homogeneous MP
Proof. Let f, fj be bounded Borel functions on R1 and for each Y = f(Bt),

∏
j≤n fj(Btj ) (0 ≤ t1 <

· · · < tn) if we show the result, then for a general bounded W-measurable Y , it can be obtained as a
limit of linear combinations of the second forms, and hence, we can get the desired result.

If Y = f(Bt), then it is enough to show the case of f(x) = eizx (∀z ∈ R). That is, Y = eizBt and
Y ◦ θs = eizBt+s . Thus, we have

Ex[eizBt+s | Fs] = Ex[eizBseiz(Bt+s−Bs)| Fs] = eizBsE0[eizBt ] = E0 [eiz(x+Bt)]
∣∣∣
x=Bs

= EBs
[eizBt ].

If Y =
∏

j≤n fj(Btj ) (0 ≤ t1 < · · · < tn), then the result can be shown by the induction on n. We
assume it holds for n, and show the case of n+ 1.

Ex[Y ◦ θs| Fs] = Ex

Ex

 ∏
j≤n+1

fj(Btj+s)

∣∣∣∣∣∣ Ft1+s

∣∣∣∣∣∣ Fs


= Ex

f1(Bt1+s)EBt1+s

n+1∏
j=2

fj(Btj−t1)

∣∣∣∣∣∣ Fs


= EBs

f1(Bt1)EBt1

n+1∏
j=2

fj(Btj−t1)


= EBs

f1(Bt1)

n+1∏
j=2

fj(Btj )

 = EBs
[Y ].

Here we use the assumption of the induction in the second line and use the above result in the third line
noting that the following is a bounded Borel function;

f(x) = Ex

n+1∏
j=2

fj(Btj−t1)

 = E0

n+1∏
j=2

fj(x+Btj−t1)

 .
In the fourth line, we also use the assumption of the induction under the conditional expectation of Ft1 .

The above Markov property also holds for (F∗
t ).
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Theorem 1.6 (Markov property for (F∗
t )) For a bounded W-measurable function Y and for

∀x ∈ Rd, ∀s ≥ 0,
Ex[Y ◦ θs| F∗

s ] = EBs [Y ] a.s.

Moreover, this implies F∗
t = Ft.

Proof. We first show F∗
t = Ft by using the Markov property. Let ∀A,B ∈ F∗

s and set Y = 1B ,

Ỹ = EBs
[1B ]. It holds Ex[1B ;A] = Ex[Ỹ ;A], i.e., Ex[(1B − Ỹ );A] = 0. Since Ỹ is Fs-measurable and

A ∈ F∗
s is arbitrary, we have 1B = Ỹ a.s. Hence, ∃B̃ ∈ Fs;N ∈ N ;B = B̃ ∪N ∈∈ Fs. (In fact, noting

that N = {1B 6= Ỹ } ∈ N , {1B = Ỹ } = N c ∈ Fs, 1B = Ỹ 1Nc + 1B∩N and the 1st term is Fs-measurable

and take 0 or 1, we can take B̃ = {Ỹ 1Nc = 1}.) Thus, Fa
s st ⊂ Fs.

Next we show the Markov property. Set Y = f(Bt) with a bounded Borel function f . ∀ε > 0, A ∈ Fs+ε

implies Ex[f(Bt+s+ε)| Fs+ε] = EBs+ε [f(Bt)] a.s., that is, Ex[f(Bt+s+ε)1A] = Ex[EBs+ε [f(Bt)1A]. If
ε ↓ 0, then by the continuity of BM, the boundedness of f and by using convergence theorem, we have
Ex[f(Bt+s)1A] = Ex[EBs

[f(Bt)1A]. Therefore, we can extend to bounded Borel functions Y as above.

Theorem 1.7 (Blumenthal’s zero-one law) For all A ∈ F0 = F∗
0 , P (A) = 0 or 1.

Proof. If A ∈ F0, then

Px(A) = Ex[1A] = Ex[Ex[1A ◦ θ0];A] = Ex[EB0 [1A];A] = Ex[Px(A);A] = Px(A)2.

Hence, Px(A) = 0 or 1.
From this result, the one-dimensional Brownian motion (Bt) staring from 0 moves immediately to

positive (and hence, to negative), that is, for τ(0,∞) := inf{t > 0;Bt > 0}, P (τ(0,∞) = 0) = 1 holds.

(Xt) is martingale
def⇐⇒ For all 0 ≤ s ≤ t, Xt ∈ L1 and E[Xt| Fs] = Xs a.s.

We often use (Mt) as martingale, so the above conditions are Mt ∈ L1, E[Mt| Fs] = Ms a.s.
Then, the means are constant; EMt = EM0.
If E[Xt| Fs] ≥ Xs a.s., then it is called as sub-martingale. Then, the means are increasing;

EX0 ≤ EXs ≤ EXt. Moreover, if the inverse inequality holds, then it is called as super-martingale).

Theorem 1.8 (Doob-Meyer decomposition) If (Xt) is continuous sub-martingale and if it is in

class (DL), i.e., ∀a > 0, {Xτ∧a}τ is uniform integrable (where τ is a stopping time
def⇐⇒ ∀t ≥ 0, {τ ≤

t} ∈ Ft), then Xt = At +Mt such that (Mt) is continuous martingale, and (At) is continuous increasing
process; A0 = 0. This decomposition is unique.

For a sequence of stopping timess τn; ↑↑ ∞ a.s., if (Xt∧τn) is martingale, then (Xt) is called a local
martinga;e.

If M is a family of all martingales, then the family of all local martingales is denoted as Mloc.

Martingale is an important notion and stochastic integrals are continuous or rcll martingales. In that,
L2-martingale plays a key role, however, in the jump type, we also treat L1-martingale.

Therefore, we assume at least that martingale is rcll and in L1. The results of discrete-time martingale
can be extended to the case of continuous-time martingale by using right-continuity.
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2 C-spaces and D-spaces

A Polish space is a complete separable metrizable topology space, that is, it is isomorphic to a complete
metric space which has a countable dense subset.

d-dimensional Euclid space Rd and open interval (0, 1) are isomorphic to R1, and hence they are
Polish.

Let I be an interval of R1 and denote the all mappings f : I → R as RI .
The following function spaces are Polish, each is called C-space or D-space.

C = C(I) = {f ∈ RI : continuous}, D = D(I) = {f ∈ RI : 1st kind of discontinuous},

where f : I → R1 is 1st kind of discontinuous means that f is right-continuous at each points of I except
the right-point and has left-hand limits at each points of I except the left-point.

2.1 C-spaces and uniform convergence topology

The C-space C = C(I) which is a family of all continuous functions on I is complete separable under the
following metric if I is compact, i.e., I = [a, b] (−∞ < a < b < ∞). its topology is called the uniform
convergence topology.

du(f, g) = sup
t∈I

|f(t) − g(t)|.

If I is not compact, then ∃In = [an, bn]; I =
⋃
In and it is separable and complete by the following

metric: Its topology is called local uniform convergence topology.

du(f, g) =
∑
n≥1

2−n(1 ∧ sup
t∈In

|f(t) − g(t)|).

The completeness is well-known and it is easy to see. On the separability, by Weierstrass’s polynomial
approximation theorem, we see that the family of rational polynomials is dense, and hence, C is separable.

Question 2.1 Show the above results.

2.2 D spaces and Skorohod topology

The D-space D = D(I) which is a family of first kind of discontinuous functions on a interval I is complete,
however not separable under the uniform convergence topology. (You may consider fα = 1[0,α]∩I (α > 0).)

However, it is Polish under the Skorohod topology determined by the Billingsley’s metric.
When I is compact, i.e., I = [a, b] (−∞ < a < b < ∞), D = D(I) is complete and separable under

the following Billingsley’s metric dB .
Let Φ be a family of all isomorphic mappings such that preserving the order. For φ ∈ Φ, set

λ(φ) = sup
s 6=t

∣∣∣∣log
φ(t) − φ(s)

t− s

∣∣∣∣
and φ ∈ Ψ

def⇐⇒ λ(φ) <∞. We define

dB(f, g) = inf
φ∈Ψ

{‖f ◦ φ− g‖∞ + λ(φ)}.

Note that the following metric dS determines the same topology (which is called the Skorohod
topology. Under dS , D is separable, however not complete.

dS(f, g) = inf
φ∈Φ

{‖f ◦ φ− g‖∞ + ‖φ− i‖∞}.

If I is not compact, then D can be complete and separable by a similar way to C.
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2.3 Continuous processes and discontinuous processes

A stochastic process (Xt) is called continuous-type if it has continuous sample paths X· a.s. If it has
discontinuous sample paths a.s., then it called discontinuous-type, however, we omit the explosion paths
and right-discontinuous paths. The discontinuous means right-continuous and having left-hand limits,
i.e., rcll=right-conti. has left-limit, or cádlág (French). It is called first kind of discontinuous.

If it has explosion at a time T > 0, then it is enough to consider for t ∈ [0, T ). If it has right-hand limit
and it is right-discontinuous, and left-continuous at a time point, then it is possible to be right-continuous
and to have left-hand limit, hence, it is not essential. Moreover, if it is left-continuous at every point,
then the future is determined by the previous value. So it is not so interest.

The Brownian motion is a continuous Markov process and it is a basic and central process in
continuous-type.

The Poisson process is the simplest jump process, however, it’s just one example of jump-type, and
the following Poisson random measure is an important tool.

2.4 Poisson random measures

Let (Z,Z) be a measurable space and λ(dz) be a σ-finite measure on it.

N(dz) = N(ω; dz) is a Poisson random measure on Z with a mean measure λ
def⇐⇒

(1) For a.a. ω ∈ Ω, N(ω; dz) is a measure on (Z,Z).

(2) ∀A ∈ Z, if λ(A) < ∞, then N(A) is a λ(A)-Poisson random variable, i.e., it is distributed by a
Poisson distribution with a parameter λ(A). If λ(A) = ∞, then N(A) = ∞ a.s.

(3) If An ∈ Z are disjoint, then N(An) are independent.

By (2), N̂(dz) := E[N(dz)] = λ(dz).

In this text, we set Z be a time-space, i.e., Z = [0,∞) ×Rm 3 (t, z), Z = B1([0,∞) ×Rm) and let
ν(dz) be a measure on Rm such that ν({0}) = 0 and that ∀n ≥ 1, ν(|z| ≥ 1/n) <∞ (hence, ν is σ-finite).
Then ν is called a Lévy measure.

In this case, N(dtdz) is a dtν(dz)-Poisson random measure.
We have the following result.

Proposition 2.1 Let (τk, ξk) be the point masses of N(dt, dz), i.e.,

N(dt, dz) =
∑

δ(τk,ξk)(dt, dz).

Then, ∀k, j ≥ 1, P (τk 6= τj) = 1. That is, N(dt, dz) has only one point mass at most at the same
time-point. P (∀t ≥ 0, N({t} ×Rm) = 0 or 1) = 1.

This comes from the continuity of the time-part of the mean measure.

For simplicity, let Rm = R1.
We first give the construction of dtν(dz)-Poisson random measure.
For any fixed T > 0 let t ∈ [0, T ] and set Z0 = {|z| ≥ 1}, Zn = {1/(n + 1) ≤ |z| < 1/n} (n ≥ 1).

∀n ≥ 0, let νn = ν| Zn
. and

λn(dt, dz) ≡ λ(dt, dz)

λ([0, T ] × Zn)
:=

dtνn(dz)

Tν(Zn)
(λ(dt, dz) := dtν(dz)) on [0, T ] × Zn.

Let {Y n
k = (τnk , ξ

n
k )}k≥1 be independent random variables distributed by this, i.e., P (Y n

k ∈ dtdz) =
λn(dt, dz). Moreover, let Kn be a Tν(Zn)-Poisson variable, and {Y n

k ,Km;n ≥ 0, k ≥ 1,m ≥ 0} be
independent. We define

Nn(dt, dz) =

Kn∑
k=1

δY n
k

(dt, dz) =

Kn∑
k=1

1dtdz(Y n
k ), N =

∑
n≥0

Nn

This N is a desired random measure.
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Question 2.2 Show the above result.

Note that Nn(A) = k, Kn = m ≥ k means k numbers of Y n
j are in A and the rest m− k numbers are

in ([0, T ]×Zn) \A. We can see that Nn(A) is a λ(A)-Poisson variable. The sum of independent Poisson
variables is again a Poisson variable, and the other properties are obvious.

In fact, we have

P (Nn(A) = k) =
∑
m≥k

P (Kn = m,Nn(A) = k,Nn(Ac
n) = m− k)

=
∑
m≥k

e−Tν(Zn)
(Tν(Zn))m

m!

(
m

k

)
λn(A)kλn(Ac

n)m−k

= e−λn(A) (λn(A))k

k!
.

(Note that λn(A) + λn(Ac
n) = λ([0, T ] × Zn) = Tν(Zn).)

On the other hand, the sum N1 + N2 of independent λi-Poisson variables Ni (i = 1, 2) is again
(λ1 + λ2)-Poisson variable by due to

P (N1 +N2 = n) =

n∑
k=0

P (N1 = k,N2 = n− k) =

n∑
k=0

e−λ1
λk1
k!
e−λ2

λn−k
2

(n− k)!
= e−(λ1+λ2)

(λ1 + λ2)n

n!
.

(Proof of the above Proposition)
The point mass (τi, ξi) of N is the same as ∃n ≥ 0, ∃k ≥ 1; (τnk , ξ

n
k ). Hence, it is enough to show that

for any n,m ≥ 0, k, j ≥ 1; (n, k) 6= (m, j), P (τnk 6= τmj ) = 1,i.e., P (τnk = τmj ) = 0. We fix ∀M ≥ 1 and
divide [0, T ] into M equal parts, i.e., set Zn,ℓ = [(ℓ − 1)T/M, ℓT/M) × Zn (1 ≤ ℓ < M) and Zn,M =
[(M−1)T/M, T ]×Zn. Then, λn(Zn,ℓ) = 1/M . Therefore, if τnk = τmj , then ∃ℓ; τnk ∈ [(ℓ−1)T/M, ℓT/M).
Thus, Y n

k = (τnk , ξ
n
k ) ∈ Zn,ℓ, Y

m
j = (τmj , ξ

m
j ) ∈ Zm,ℓ. By the independence of Y n

k , Y
m
j , we have

P (τnk = τmj ) ≤ P

(
M⋃
ℓ=1

{
Y n
k ∈ Zn,ℓ, Y

m
j ∈ Zm,ℓ

})
≤

M∑
ℓ=1

λn(Zn,ℓ)λm(Zm,ℓ) =
1

M
→ 0.
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3 Stochastic Integrals

3.1 Ito integrals by Wiener processes

In the following, let(Ω,F , P ) be a complete probability space and (Ft)t≥0 be a right-continuous filtration
containing all null sets. Let (Bt)t≥0 be an (Ft)-Brownian motion (simply, we denote a BM); B0 = 0 a.s.
and t ∈ [0, T ] denote the time (we extend to t ∈ [0,∞) at the end).

We define f = f(t) = f(t, ω) ∈ L2
T

def⇐⇒ (f(t))t≥0 is (Ft)-adapted on [0, T ] × Ω and L2-integrable
under dtP (dω). We shall define a Ito integral (continuous-type stochastic integral) as∫ t

0

f(r)dBr =

∫ t

0

f(r, ω)dBr(ω).

Moreover, f is finally extended to the following:

f = f(t) = f(t, ω) ∈ L2
loc

def⇐⇒ f : [0,∞) × Ω → R1 is measurable and (f(t))t≥0 is (Ft)-adapted,∫ t

0

f(r)2dr <∞ a.s. for ∀t > 0.

Stochastic integral can not be defined like Riemannian integral for each paths (i.e., for each ω), because
a BM does not have a bounded variation. Hence, it can be defined under the measure dtP (dω), for from
right-continuous step functions to f ∈ L2

T by using L2-approximation.
Now we define the following:
· A defining process f(t, ω) = fa(ω)1(a,b](t); a < b; a, b ∈ [0, T ], fa is bounded and Fa-measurable.
· A step process f ∈ S is a finite sum of defining processes with disjoint time intervals, i.e.,

f(t, ω) =

n∑
k=1

ftk−1
(ω)1(tk−1,tk](t),

we simply denote

f(t) =

n∑
k=1

ftk−1
1(tk−1,tk](t),

where 0 = t0 ≤ t1 < · · · < tn = T , ftk−1
is bounded and Ftk−1

-measurable.
The norm ‖ · ‖T is defined as

‖f‖2T :=

∫ T

0

Ef(t)2dt.

Proposition 3.1 S: dense in L2
T under ‖ · ‖T , i.e., ∀f ∈ L2

T ,
∃fn ∈ S; ‖f − fn‖T → 0.

In the proof of this, we use the result such that if a measurable stochastic process (f(t))t≥0 is (Ft)-
adapted, then it has a progressively measurable version, where (f(t))t≥0 is progressively measurable
means for ∀t > 0, (s, ω) ∈ ([0, t] × Ω,B[0, t] ⊗Ft) 7→ f(s, ω) ∈ (R,B1) is measurable.

If we would not like to use this result, we assume  l‘progressively measurable” instead of “(Ft)-adapted”
in the definition of L2

T .
Proof. For f ∈ L2

T , by f1{|f |≤n} we may assume f is bounded. Furthermore, for ∀ε > 0, by
considering the following we may assume f is continuous; Let

fε(t, ω) =
1

ε

∫
((t−ε)∨0,t]

f(r, ω)dr Then fε → f in L2
T .

(Using the result that in general gt ∈ L2([0, T ]) is L2-continuous, i.e,
∫
[0,T ]

|g(t + ε) − g(t)|2dt → 0 as

ε → 0. This holds because Cc ⊂ L2 is dense.) Here, note that fε is (Ft)-adapted by the progressively
measurability. Therefore, for bounded continuous f ∈ L2

T , set

fn(t, ω) = f(0, ω)1{0}(t) +

n∑
k=1

f(tk−1, ω)1(tk−1,tk](t), tk =
k

n
T.
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Then fn ∈ S and ‖f − fn‖T → 0 hold.

(Note) A right (or left) continuous (Ft)-adapted process is progressively measurable. In fact, for a
fixed t > 0, fn(r, ω) = f(0, ω)1{0}(r) +

∑n
k=1 f(tk, ω)1(tk−1,tk](r) (tk = k

n t) are B1([0, t])⊗Ft-measurable
and converge to f a.s. by the right-continuity, thus the limit f is so too.

For a step process f(t) =
∑n

k=1 ftk−1
1(tk−1,tk](t), define

Mt(f) ≡
∫ t

0

f(r)dBr :=

n∑
k=1

ftk−1
(Btk∧t −Btk−1∧t).

Remark 3.1 In the first edition of Funaki [2], the same definition is given for a right-continuous step process
f(t) =

∑n
k=1 ftk−11[tk−1,tk)(t). This give the same definition of stochastic integrals, by a BM (or continuous

martingales). However, for the definition of stochastic integrals by Poisson random measures, we need left-
continuous step processes. Moreover, we extend f to (Ft)-predictable processes. Note that if f(t, ω) is measurable

and (Ft)-adapted, then it has (Ft)-predictable version, so we may restrict to it here. In fact, lim sup
ε↓0

∫ t

t−ε

f(r, ω)dr

is a predictable version.

We have the following:

Proposition 3.2 {Mt(f)} is continuous and EMt(f) = 0, EMt(f)2 =

∫ t

0

Ef(r)2dr. If s < t, then

E[Mt(f)| Fs] = Ms(f) a.s., i.e.,

E

∫ t

0

f(r)dBr = 0, E

(∫ t

0

f(r)dBr

)2

=

∫ t

0

Ef(r)2dr,E

[∫ t

0

f(r)dBr

∣∣∣∣ Fs

]
=

∫ s

0

f(r)dBr a.s.

That is, let M2
c,0 be a family of all continuous L2-(integrable) martingales, then {Mt(f)} ∈ M2

c,0 and

〈M(f),M(g)〉t =

∫ t

0

f(r)g(r)dr.

About 〈M(f),M(g)〉t, if (Mt), (Nt) are continuous L2-martingale, then M2
t is continuous sub-

martingale and is in class (DL). Hence, by Doob-Meyer decomposition, ∃At is a continuous increasing
process; A0 = 0, M2

t −At is martingale. It is denoted as At =: 〈M〉t and called by a quadratic variation
process of (Mt). moreover, let

〈M,N〉t :=
1

4
(〈M +N〉t − 〈M −N〉t) =

1

2
(〈M +N〉t − 〈M〉t − 〈N〉t)

This has bounded variation and MtNt − 〈M,N〉t is a continuous martingale. It called by quadratic
variation of (Mt) and (Nt). It holds that for ∆; 0 t0 < t1 < · · · < tn = t, 次が成り立つ.

〈M〉t = lim
|∆|→0

n∑
k=1

(Mtk −Mtk−1
)2 (in prob.)

For a BM, 〈B〉t = t.
Proof. If f is a defining process f(t) = fa(ω)1[a,b)(t), then M(f)t = fa(Bt∧b − Bt∧a) is continuous

and M(f)0 = 0.
We show the martingale property; for 0 ≤ s < t, E[M(f)t| Fs] = M(f)s a.s. Since

E[M(f)t −M(f)s| Fs] = E[fa(Bt∧b −Bt∧a −Bs∧b +Bs∧a)| Fs],

if s ≤ a, then E[E[fa(Bt∧b − Bt∧a)| Fa]| Fs] = E[faE[(Bt∧b − Bt∧a)| Fa]| Fs] = 0, if s > a, then
E[fa(Bt∧b − Bs∧b)| Fs] = faE[Bt∧b − Bs∧b| Fs] = 0. Hence, E[M(f)t − M(f)s| Fs] = 0 a.s. On a
quadratic variation, it is enough to show

E

[
M(f)tM(g)t −M(f)sM(g)s −

∫ t

s

f(r)g(r)dr

∣∣∣∣ Fs

]
= 0



Ito Integrals & SDE with Jumps (S. Hiraba) 18

In fact, from this, we see 〈M(f)〉t =

∫ t

0

f(r)2dr, 〈M(f + g)〉t =

∫ t

0

(f + g)2(r)dr, and thus, we have the

result. Let g(t) = gc1[c,d)(t) and we may set a ≤ c. Then the above result can be shown by the same way
as above according to s ≤ c, s > c.

If f ∈ L2
T , then by approximating of step processes fn, (M(fn)t) is a Cauchy sequence in L2(dP ). By

completeness of L2(dP ) there exists a limit M(f)t and it is a continuous process (M(f)t) (see the end of

this subsection). A stochastic integral
∫ t

0
f(s)dBs is defined by this M(f)t.

It holds that the following:

Theorem 3.1 For f, g ∈ L2
T ,(

M(f)t =

∫ t

0

f(r)dBr

)
t

∈ M2
0,c, 〈M(f),M(g)〉t =

∫ t

0

f(r)g(r)dr.

Moreover, if f ∈ L2
loc, then set

σn = inf

{
t > 0;

∫ t

0

f(r)2dr > n

}
and fn(t) := f(t ∧ σn) ∈ L2

T , we can define M(f)t = limM(f(· ∧ σn))t. (Noting that ∀ω, ∃N = N(ω) ≥
1; ∀n ≥ N, σn(ω) = T .) Then, it holds that M(f)t∧σn

= M(f(· ∧ σn))t. Moreover, (M(f)t) ∈ M2,loc
0,c is a

continuous local L2-martingale starting from 0.

Proof of “(M(f)t) is a continuous process”:
In general, for a rcll martingale (Mt), let |M |∗T := sup0≤t≤T |Mt|, then the continuous time martin-

gale ineqq. ‖|M |∗T ‖p ≤ p/(p − 1)‖MT ‖p (p > 1) holds. (In fact, by using discrete-time sub-martingale
inequality (see Th.3.6, Cor. 3.2 in [3]), we have aP (supt∈[0,T ]∩Q |Mt| ≥ a) ≤ E|MT |, and by right-
continuity it holds aP (supt≤T |Mt| ≥ a) ≤ E|MT |. Moreover by using this and by the same way as in
the case of discrete-time, we have the desired inequality.)

Furthermore, by using Borel-Cantelli’s lemma, we can show that ∃(Mt): a continuous process,
∃{mk}; |M(fmk

) − M |∗T → 0 a.s. (k → ∞). In fact, by ‖|M(fn) − M(fm)|∗T ‖22 == E[(|M(fn) −
M(fm)|∗T )2] → 0 (m,n→ ∞) ∃{mk};P (|M(fmk+1

)−M(fmk
)|∗T | ≥ 1/2k) ≤ 1/2k and bu B-C’s Lem., we

have ∀ℓ > k ≥ 1, |M(fmℓ
) −M(fmk

)|∗T | ≤
∑ℓ−1

j=k 1/2j ≤ 1/2k−1 → 0 (k → ∞) a.s. That is, M(fmk
) is

a Cauchy seq. in C([0, T ]) a.s. and by the completeness of this sp. ∃M = M(f): a continuous process;
|M −M(fmk

)|∗T | → 0 a.s.
Moreover we can show

E[(|M(fn) −M(f)|∗T )2] ≤ 4 lim
k→∞

‖M(fn)T −M(fmk
)T ‖22 = 4 lim

k→∞
‖fn − fmk

‖2T = 4‖fn − f‖2T → 0

In fact, for an fixed ∀n ≥ 1 and the above subseq. {mk}, |M(fn)−M(f)|∗T ≤ limk→∞ |M(fn)−M(fmk
)|∗T

Furthermore, by Fatou’s Lem., ‖ limk→∞ |M(fn) − M(fmk
)|∗T ‖22 ≤ limk→∞ ‖|M(fn) − M(fmk

)|∗T ‖22 ≤
4‖M(fn)T − M(fmk

)T ‖22 = limk→∞ 4‖fn − fmk
‖2T = 4‖fn − f‖2T . Therefore we have ‖(|M(fn) −

M(f)|∗T )‖22 ≤ 4‖fn − f‖2T → 0 (n→ ∞).

[Another Proof (unusing Borel-Cantelli’s lemma)]
For each fixed t ∈ [0, T ], {M(fn)t} is a Cauchy seq. in L2(dP ). Hence there exists a L2-limit

Mt = M(f)t. Let D := [0, T ] ∩Q. We can take a suitable subsequence {mk} by diagonal method such
that “∀r ∈ D,M(fmk

)r → Mr” a.s. In fact, let D = {rj} and we take {m1,k};M
m1,k
r1 → Mr1 a.s. Next

we take {m2,k} ⊂ {m1,k};M
m2,k
r2 →Mr2 a.s. and take {mj,k}. Let mk = mk,k, then ] M(fmk

) converges
for all r = rj with probability 1.

Moreover, let Mn = M(fn) and |M |∗D := supr∈D |Mr|. By Fatou’s Lem.,

‖|Mn −M |∗D‖22 ≤ ‖ lim
k→∞

|Mn −Mmk |∗D‖22 ≤ lim
k→∞

‖|Mn −Mmk |∗D‖22 ≤ 4‖fn − f‖2T → 0 (n→ ∞).

Thus, ∃{nk} such that |M(fnk
) −M |∗D → 0 a.s. and {Mr}r∈D is continuous in D.
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Hence for each t ∈ Dc := [0, T ]∩Qc, set Mt := Mt+, then |M(fnk
)−M |∗T = |M(fnk

)−M |∗D → 0 a.s.
(by this, {Mt = M(f)t} is continuous in [0, T ]), and we have ‖|M(fn)−M |∗T ‖2 = ‖|M(fn)−M |∗D‖2 → 0
(n→ ∞).

By the above proof for M = (Mt) ∈ M2
c,0 restricted in t ∈ [0, T ], if we define a norm ‖M‖ ≡ ‖M‖∗T :=

‖|M |∗T ‖2 = (E[supt≤T |Mt|2])1/2, then M2
c,0 is complete.

In the next subsection, in case of stochastic integrals by a compensated Poisson random measure, the
limit is rcll because an approximate sequence is so.

Question In the above proof, show the existence of Mt+ for t ∈ Dc := [0, T ] ∩ Qc. (We have the
same result in the case that Mn = M(fn) is rcll.)

[Ans.] It is enough to show the case that Mn is rcll and |M −Mn|∗D → 0 (n → ∞) holds. Set
D+

n (t) := {r ∈ D; t < r ≤ t+ 1/2n} and let

Mt+ := lim
n→∞

inf
r∈D+

n (t)
Mr, Mt+ := limn→∞ sup

r∈D+
n (t)

Mr.

We may show Mt+ = Mt+. However, this is easily obtained by using Mn →→ M on D and Mn is r-c.

3.2 Stochastic integrals by Poisson random measures

Let ν(dz) be a Lévy measure on Rm, i.e.,

ν({0}) = 0, ∀n ≥ 1, ν(|z| ≥ 1/n) <∞

Let N(dt, dz) be the dtdν-Poisson random measure, that is, it is a Poisson random measure on [0,∞)×Rm

with a mean measure N̂(dt, dz) := E[N(dt, dz)] = dtν(dz) For a given filtration (Ft) and for any 0 ≤ s <

t, U ∈ Bm, N((s, t]×U) is independent of Fs. Moreover, let Ñ := N − N̂ be the compensated Poisson
random measure).

Let {(τk, ξk)} be the point masses of N(dt, dz), then

N(dt, dz) =
∑

δ(τk,ξk)(dt, dz).

{τk} take a.s. different values, and the number of k such that |ξk| ≥ 1/n is finite.
Let f(t, z) = f(t, z, ω), g(t, z) = g(t, z, ω) be Rd-valued and (Ft)-predictable in (t, z, ω) ∈ [0,∞) ×

Rm × Ω, i.e., let P be the smallest σ-field such that the following functions h(t, z, ω) satisfying (1), (2)
are all measurable. Let f, g be P-measurable. Then f, g are called (Ft)-predictable.

(1) ∀(z, ω), t 7→ h(t, z, ω) is left continuous. (2) ∀t > 0, (z, ω) 7→ h(t, z, ω) is Bm ⊗ Ft-
measurable.

(Remark) The stochastic integral by a Poisson random measure can be defined by using the in-
dependence of N((s, t] × U) and Fs, hence left-continuous step functions are basic. Therefore, they are
extended to the predicatable functions.

Moreover, let f, g satisfy the following integral conditions;

∀t > 0,

∫ t

0

dr

∫
Rm

|f(r, z)|ν(dz) <∞ a.s.,

∀t > 0,

∫ t

0

dr

∫
Rm

|g(r, z)|2ν(dz) <∞ a.s.

where
∫ t

0
=
∫ t+

0+
=
∫
(0,t]

. By a similar way to the continuous case, let

ηn := inf

{
t > 0;

∫ t

0

dr

∫
Rm

|f(r, z)|ν(dz) > n

}
, σn := inf

{
t > 0;

∫ t

0

dr

∫
Rm

|g(r, z)|2ν(dz) > n

}
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and for any fixed t > 0, by changing 0 < r ≤ t to r ∧ ηn, r ∧ σn we may assume the followings:

∀t > 0,

∫ t

0

dr

∫
Rm

E|f(r, z)|ν(dz) <∞.

∀t > 0,

∫ t

0

dr

∫
Rm

E|g(r, z)|2ν(dz) <∞.

First, define

Xt =

∫ t

0

∫
Rm

f(r, z)N(dr, dz) :=
∑

k;τk≤t

f(τk, ξk).

Then, for 0 ≤ s < t,

E[Xt| Fs] = Xs +

∫ t

s

∫
Rm

E[f(r, z)| Fs]drν(dz),

and

E|Xt| ≤
∫ t

0

dr

∫
Rm

E|f(r, z)|ν(dz) <∞.

If g satisfies

∀t > 0,

∫ t

0

dr

∫
Rm

E|g(r, z)|2ν(dz) <∞,

then define

Yt =

∫ t

0

∫
Rm

g(r, z)Ñ(dr, dz) := L2- lim
n→∞

∫ t

0

∫
|z|≥1/n

g(r, z)Ñ(dr, dz).

In this case, Yt is rcll L2-martingale with mean 0, i.e.,

E

[∫ t

0

∫
Rm

g(r, z)Ñ(dr, dz)

∣∣∣∣Fs

]
=

∫ s

0

∫
Rm

g(r, z)Ñ(dr, dz),

and

E

[(∫ t

0

∫
Rm

g(r, z)Ñ(dr, dz)

)2
]

=

∫ t

0

dr

∫
Rm

Eg(r, z)2ν(dz).

(Note that this is rcll by the same way as in the case of Ito integrals by Brownian motions because of an
approximate sequence is so.)

For general g, define Yt =

∫ t

0

∫
Rm

g(r, z)Ñ(dr, dz) = lim
n→∞

∫ t

0

∫
Rm

g(r ∧ σn, z)Ñ(dr, dz).. Then this

is rcll local L2-martingale, i.e., Yt∧σn is rcll L2-martingale and satisfies the above properties.
For simplicity of the proof, let m = 1, and for T > 0, by restricting the time interval to [0, T ], it is

enough to consider the following left-continuous step function f(r, z). Hence the first half is easy.

f(r, z) =

2n∑
k=1

f(rnk−1)1(rnk−1,r
n
k ](r)1U (z)

(rnk = kT/2n, f(t) = f(ω; t) is (Ft)-adapted and U ∈ B1; ν(U) <∞.)

Proposition 3.3 Let F be a linear sub-space of a space of all bounded measurable real-valued func-
tions f(t, z, ω). If it satisfies the following two conditions, then it contains all bounded predictable func-
tions.

(1) F contains all bounded functions f(t, z, ω) such that left-continuous in t ≥ 0, and Bm ⊗ Ft-
measurable in (z, ω).

(2) fn ∈ F; ↑ f =⇒ f ∈ F
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(We give the proof at the end of this section.)

It is the same for g(r, z). We show the martingale property. It is enough to show

E

[∫ t

s

∫
R

g(r, z)Ñ(dr, dz)

∣∣∣∣ Fs

]
= 0 a.s.

We divide (s, t] into 2n parts and denote the points as {rnk}, and approximate g by step functions. In the
way, we restrict to Zn = {|z| ≥ 1/n} and let U ∈ Zn = Bm ∩ Zn. The above is easily obtained by the
following holds. Note that s ≤ rnk−1 < rnk ≤ t.

E

[∫ t

s

∫
R

g(rnk−1)1(rnk−1,r
n
k ](r)1U (z)Ñ(dr, dz)

∣∣∣∣Fs

]
= E

[
E
[
g(rnk−1)Ñ((rnk−1, r

n
k ] × U)

∣∣∣Frk−1

] ∣∣∣Fs

]
= E

[
g(rnk−1)E

[
Ñ((rnk−1, r

n
k ] × U)

] ∣∣∣Fs

]
= 0 a.s.

the last two equals comes from the following:

E
[
Ñ((rnk−1, r

n
k ] × U)

∣∣∣Frk−1

]
= E

[
Ñ((rnk−1, r

n
k ] × U)

]
= 0

Let gn(r, z) = g(r, z)1|z|≥1/n and by using L2-approximating, it is easy to show the above desired equation.
In fact, it holds that

E

[∫ t

s

∫
R

gn(r, z)Ñ(dr, dz)

∣∣∣∣Fs

]
= 0 a.s.

and in order to show this for g, it is enough to show that for ∀A ∈ Fs,

E

[∫ t

s

∫
R

g(r, z)Ñ(dr, dz);A

]
= 0.

However, this is obtained by the following:(
E

[∫ t

s

∫
R

g(r, z)Ñ(dr, dz);A

]
− E

[∫ t

s

∫
R

gn(r, z)Ñ(dr, dz);A

])2

=

∫ t

s

dr

∫
R

E[(g(r, z) − gn(r, z))21A]ν(dz) → 0.

Moreover, the square moment is obtained by the following: For the step function, each terms are for
j ≤ k,

g(rnk−1)Ñ((rnk−1, r
n
k ] × U)g(rnj−1)Ñ((rnj−1, r

n
j ] × U),

and if j < k, i.e., j ≤ k − 1, then g(rnj−1)Ñ((rnj−1, r
n
j ] × U)g(rnk−1) is independent of Ñ((rnk−1, r

n
k ] × U),

and the expectation of the last is 0. If j = k, then

E[g(rnk−1)2Ñ((rnk−1, r
n
k ] × U)2] = E[g(rnk−1)2]E[Ñ((rnk−1, r

n
k ] × U)2]

and
E[Ñ((rnk−1, r

n
k ] × U)2] = EN((rnk−1, r

n
k ] × U) = (rnk − rnk−1)ν(U).

Hence, the desired equation is obtained by using L2 approximation.

[Proof of Proposition 3.3] For simplicity, we omit z ∈ Rm. (e.g. in F, we change Bm ⊗ Ft to
Ft.)

D ⊂ 2[0,∞)×Ω is Dynkin family (d-system)
def⇐⇒

(i) [0,∞) × Ω ∈ D.
(ii) A,B ∈ D;A ⊂ B ⇒ B \A ∈ D.
(iii) An ∈ D ↑ ⇒

⋃
An ∈ D.

For any C ⊂ 2[0,∞)×Ω, there exists the smallest d-system d(C) containing C.
Then, the following holds.
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Lemma 3.1 If C ⊂ 2[0,∞)×Ω is closed under intersection of finite number of elements, then d(C) =
σ(C).

The proof is easy (the next question).
We show Proposition 3.3 by using this. A bounded non-negative predictable function is approximated

by increasing sequence of non-negative predictable simple functions. Hence, it is enough to show ∀A ∈
P, 1A ∈ F. Thus, define A ∈ P ′ def⇐⇒ 1A ∈ F, then this is a Dynkin family. For k ≤ n, let (Y k

t ) be a
left continuous (Ft)-adapted process. Let C be the family of all

⋂
k≤n{Y k

t ∈ Bk} (Bk ∈ B1). Then, it
can be seen C ⊂ P ′, and hence, d(C) ⊂ P ′. By the above lemma, d(C) = σ(C) = P, and we have P ⊂ P ′.
On C ⊂ P ′, it is enough to show the case of n = 1, i.e., At = {Yt ∈ B} ∈ P ′. since ∃φn is non-negative
continuous on R1 such that 0 ≤ φn ↑ 1B , we have 1At

= 1B(Yt) = limφn(Yt) ∈ F.

Question 3.1 Show the above lemma. The proof is a similar to the case of Monotone Class Theorem.

Since a σ-additive class is a Dynkin family, d(C) ⊂ σ(C) is clear. It is enough to show that d(C) is a
σ-additive class. Moreover, it reduce to show that A,B ∈ d(C) ⇒ A∩B ∈ d(C). For a fixed A ∈ d(C), set

DA = {B ⊂ [0,∞) × Ω;A ∩B ∈ d(C)}.

Then it can be easily seen that if A ∈ d(C), then DA is a Dynkin family. Hence, d(C) ⊂ DA. This implies
the above result. In fact, if B1, B2 ∈ D;B1 ⊂ B2, then A ∩ (B2 \ B1) = (A ∩ B2) \ (A ∩ B1) ∈ d(C). If
Bn ∈ DA; ↑, then A ∩ (

⋃
Bn) =

⋃
(A ∩ Bn) ∈ d(C). Therefore, by the assumption ofC and the above

results, if A ∈ C, then DA ⊃ d(C), that is, if B ∈ d(C), then B ∈ DA, i.e., A ∩ B ∈ d(C). and hence, by
exchanging A and B, we have if A ∈ d(C), then DA ⊃ d(C),

3.3 Ito formula (continuous type)

Let (Xt) be an Rd-valued stochastic process defined by the following stochastic integrals;

Xt(ω) = x+

∫ t

0

a(r, ω)dr +

∫ t

0

b(r, ω)dBr(ω).

if we denote the components, Xt = (Xi
t) = (X1

t , . . . , X
d
t ), then

Xi
t = xi +

∫ t

0

ai(r)dr +

∫ t

0

∑
j≤N

bik(r)dBk
r ,

where Bt = (Bk
t )k≤N : an N -dimensional Brownian motion.

・a(t) = a(t, ω) = (ai(t, ω))i≤d: (Ft)-adapted; ∀T > 0,

∫ T

0

|a(t)|dt <∞ a.s.

・b(t) = b(t, ω) = (bik(t, ω))i≤d,k≤N : (Ft)-adapted; ∀T > 0,

∫ T

0

‖b(t)‖2dt <∞ a.s., i.e, {b(t)}t≥0 ∈

L2
0,loc. Note that

b(t)dBt =
∑
k≤N

bik(t)dBk
t , ‖b(t)‖2 =

∑
i,k

(bik)2(t).

This is simply denoted as follows: (it is formal, however, it is convenient for calculus,)

dXt = a(t)dt+ b(t)dBt.

Then, Ito formula is given as follows: for φ(x) ∈ C2(Rd),

dφ(Xt) = a(t) ·Dφ(Xt)dt+ b(t) ·Dφ(Xt)dBt +
1

2
b2(t) ·D2φ(Xt)dt.

where a(t) · D = ai(t)∂i, b
2(t) · D2 =

∑
k≤m bik(t)bjk∂

2
ij (moreover, we sum on the same character of

superscripts and subscripts). ∂i = ∂/∂xi, ∂
2
ij = ∂2/∂xi∂xj .
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Let d = 1, N = 1.

dφ(Xt) = φ′(Xt)a(t)dt+ φ′(Xt)b(t)dBt +
1

2
φ′′(Xt)b(t)

2dt.

If φ has a Taylor’s expansion, then by using the following:

(dBt)
2 = dt, (dt)2 = dtdBt = 0, i.e., (dXt)

2 = b(t)2dt and ∀n ≥ 3, (dXt)
n = 0

formally, we can get the result as follows;

dφ(Xt) = φ′(Xt)dXt +
1

2
φ′′(Xt)(dXt)

2

= φ′(Xt){a(t)dt+ b(t)dBt} +
1

2
φ′′(Xt)b(t)

2dt.

Furthermore, if φ(t, x) ∈ C1,2
b ([0,∞) ×Rd), then we have φ(0, X0) = φ(0, x),

dφ(t,Xt) = ∂tφ(t,Xt)dt+ a(t) ·Dφ(t,Xt)dt+ b(t) ·Dφ(t,Xt)dBt +
1

2
b2(t) ·D2φ(t,Xt)dt.

Proof. We only show the case of d = N = 1. It is enough to show the case a(r), b(r) are step
processes. If we consider an infinitesimal interval [s, t] which is contained in a small time interval of
a(r), b(r), then we may assume both are constants a(s), b(s) ∈ Fs for the time r ∈ [s, t] and bounded
a.s. Here, we divide [s, t] into equal n parts, however, it is essential the same as s = 0, so we may let
a0, b0 ∈ F0 and bounded a.s., and divide [0, t] into equal n parts; tk = tnk = tk/n, k = 0, 1, . . . , n. By
Taylor’s Theorem, we have

φ(Xtk) − φ(Xtk−1
) = φ′(Xtk−1

)(Xtk −Xtk−1
) +

1

2
φ′′(Yk)(Xtk −Xtk−1

)2,

where ∃θ = θ(ω) ∈ (0, 1); Yk = Xtk−1
+ θ(Xtk −Xtk−1

).

Xtk −Xtk−1
= a0(tk − tk−1) + b0(Btk −Btk−1

).

Hence, it is enough to show the following:

Xtk −Xtk−1
→ a(t)dt+ b(t)dBt

(Xtk −Xtk−1
)2 → (a(t)dt+ b(t)dBt)

2 = b(t)2dt

as n→ ∞ in the sense of a.s. or in L2. In order to it, we divide

φ(Xt) − φ(X0) =

n∑
k=1

(φ(Xtk) − φ(Xtk−1
)) =

5∑
j=1

Ijn

and assume φ ∈ C2
b (i.e., φ′′ is bounded). Then we can get the following as n→ ∞.

I1n =

n∑
k=1

φ′(Xtk−1
)a0(tk − tk−1) →

∫ t

0

φ′(Xr)a(r)dr a.s.,

I2n =

n∑
k=1

φ′(Xtk−1
)b0(Btk −Btk−1

) →
∫ t

0

φ′(Xr)b(r)dBr in L2,

I3n =

n∑
k=1

1

2
φ′′(Yk)b20(Btk −Btk−1

)2 → 1

2

∫ t

0

φ′′(Xr)b2(r)dr in L2,

I4n =

n∑
k=1

1

2
φ′′(Yk)a0b0(tk − tk−1)(Btk −Btk−1

) → 0 a.s.,

I5n =

n∑
k=1

1

2
φ′′(Yk)a20(tk − tk−1)2 → 0 a.s.
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Therefore, by taking a suitable sub-sequence, all convergence holds in the sense of a.s. Hence, we get the
desired result.

In fact, for I4n, by the continuity of Br, max |Btk −Btk−1
| → 0 a.s. On I5n → 0, by tk−tk−1 = 1/n→ 0,

it is clear. We consider on I1n, I
2
n, I

3
n. On I1n, since φ′(Xr) is continuous in r, we have

I1n → a0

∫ t

0

φ′(Xr)dr =

∫ t

0

φ′(Xr)a(r)dr p.w.

On I2n, by a step process fn(r) =
∑n

k=1 φ
′(Xtk−1

)1(tk−1,tk](r), I
2
n = b0

∫ t

0

fn(r)dBr, and since φ′ is

bounded and φ′(Xr) is continuous, we have ‖fn(r) − φ′(Xr)1(0,t](r)‖T → 0. Thus,

I2n = b0

∫ t

0

fn(r)dBr → b0

∫ t

0

φ′(Xr)dBr =

∫ t

0

φ′(Xr)b(r)dBr in L2.

On I3n, let ψ = φ′′ ∈ Cb(R), and it is enough to show

n∑
k=1

ψ(Yk)(Btk −Btk−1
)2 →

∫ t

0

ψ(Xr)dr in L2.

By the continuities of Xr and ψ, we have max1≤k≤nE|ψ(Yk) − ψ(Xtk−1
)|2 → 0 and by the boundedness

of ψ and by the following it is obvious.

E

(
n∑

k=1

{(Btk −Btk−1
)2 − (tk − tk−1)}

)2

=

n∑
k=1

E{(Btk −Btk−1
)2 − (tk − tk−1)}2 =

t2

n
→ 0

At last, if φ ∈ C2, then by letting σn = inf{t > 0; |Xt| ≥ n} and by considering Xt∧σn , since φ′, φ′′

are both bonded on {|x| ≤ n}, Ito formula holds, and hence, by letting n→ ∞, we have the result.

3.4 Ito formula 2 (jump type)

Let ν(dz) be the Lévy measure on Rm, i.e.,

ν({0}) = 0, ∀n ≥ 1, ν(|z| ≥ 1/n) <∞

and let N(dt, dz) be the dtdν-Poisson random measure, i.e., the Poisson random measure on [0,∞) ×
Rm with the mean measure N̂(dt, dz) := E[N(dt, dz)] = dtν(dz). Moreover, set Ñ := N − N̂ as the
compensated Poisson random measure.

Let f(t, z) = f(t, z, ω), g(t, z) = g(t, z, ω) be Rd-valued (Ft)-predictable functions satisfying the
following integral conditions;

∀t > 0,

∫ t

0

dr

∫
|z|≥1

|f(r, z)|ν(dz) <∞ a.s.,

∀t > 0,

∫ t

0

dr

∫
|z|<1

|g(r, z)|2ν(dz) <∞ a.s.

Let (Xt) be the stochastic process starting at x defined as follows;

dXt(ω) = a(t, ω)dt+ b(t, ω)dBt(ω) +

∫
|z|≥1

f(t, z, ω)N(ω; dt, dz) +

∫
|z|<1

g(t, z, ω)Ñ(ω; dt, dz),

where a, b are the same as in the previous section.
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Then Ito formula (jump-type) is given as the following: For φ(x) ∈ C2(Rd),

dφ(Xt) = a(t) ·Dφ(Xt)dt+ b(t) ·Dφ(Xt)dBt +
1

2
b2(t) ·D2φ(Xt)dt

+

∫
|z|≥1

[φ(Xt− + f(t, z)) − φ(Xt−)]N(dt, dz)

+

∫
|z|<1

[φ(Xt− + g(t, z)) − φ(Xt−)]Ñ(dt, dz)

+

∫
|z|<1

[φ(Xt− + g(t, z)) − φ(Xt−) − g(t, z) ·Dφ(Xt−)]ν(dz)dt

Remark: In Ikeda-Watanabe [5], they assume fg = 0 and f, g are integrated on z ∈ R.

If φ(t, x) ∈ C1,2
b ([0,∞) ×Rd), then add the term ∂tφ(t,Xt)dt.

Especially, in the pure-jump type, i.e., a = 0, b = 0, we have

dXt =

∫
|z|≥1

f(t, z)N(dt, dz) +

∫
|z|<1

g(t, z)Ñ(dt, dz),

dφ(Xt) =

∫
|z|≥1

[φ(Xt− + f(t, z)) − φ(Xt−)]N(dt, dz)

+

∫
|z|<1

[φ(Xt− + g(t, z)) − φ(Xt−)]Ñ(dt, dz)

+

∫
|z|<1

[φ(Xt− + g(t, z)) − φ(Xt−) − g(t, z) ·Dφ′(Xt−)]ν(dz)dt.

For simplicity of the proof, let d = m = 1 and a = 0, b = 0. Moreover, it is enough to show the case
that coefficients satisfies the following.∫ t

0

dr

∫
|z|≥1

E|f(r, z)|ν(dz) <∞,

∫ t

0

dr

∫
|z|<1

E|g(r, z)|2ν(dz) <∞.

First, if g = 0, then Xt is a pure jump process and φ(Xt) is changed by only jumps of f(r, z), and
hence,

φ(Xt) − φ(X0) =
∑

r≤t;∆Xr 6=0

(φ(Xr) − φ(Xr−)) =
∑

r≤t;∆Xr 6=0

(φ(Xr− + f(r, z)) − φ(Xr−))

=

∫ t

0

∫
|z|≥1

(φ(Xr− + f(r, z)) − φ(Xr−))N(dr, dz).

In case of g 6= 0, for simplicity, let f = 0, (however if f 6= 0, then it is enough to add the above term).
Let

dXn
t :=

∫
1/n≤|z|<1

g(t, z)Ñ(dt, dz).

Then it is also expressed as

dXn
t :=

∫
1/n≤|z|<1

g(t, z)N(dt, dz) −
∫
1/n≤|z|<1

g(t, z)dtν(dz)

We denote as dXn
t = d(Xn

t )d +d(Xn
t )c = ∆Xn

t +d(Xn
t )c with ∆Xn

t = Xn
t −Xn

t−, i.e, Xn
t = Xn

t− + ∆Xn
t .

If N({(t, z)}) = 1, then ∆Xn
t = g(t, z) and ∆φ(Xn

t ) = φ(Xn
t ) − φ(Xn

t−) = φ(Xn
t− + g(t, z)) − φ(Xn

t−).
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We set Zn = {1/n ≤ |z| < 1}.

φ(Xn
t ) − φ(Xn

s ) =

∫ t

s

φ′(Xn
r )d(Xn

r )c +
∑

r;∆Xn
r 6=0

∆φ(Xn
r )

= −
∫ t

s

∫
Zn

φ′(Xn
r )g(r, z)drν(dz) +

∫ t

s

∫
Zn

[φ(Xn
r− + g(r, z)) − φ(Xn

r−)]N(dt, dz)

= −
∫ t

s

∫
Zn

φ′(Xn
r )g(r, z)drν(dz) +

∫ t

s

∫
Zn

[φ(Xn
r− + g(r, z)) − φ(Xn

r−)]Ñ(dr, dz)

+

∫ t

s

∫
Zn

[φ(Xn
r− + g(r, z)) − φ(Xn

r−)]drν(dz)

=

∫ t

s

∫
Zn

[φ(Xn
r− + g(r, z)) − φ(Xn

r−)]Ñ(dr, dz)

+

∫ t

s

∫
Zn

[φ(Xn
r− + g(r, z)) − φ(Xn

r−) − φ′(Xn
r )g(r, z)]drν(dz).

Thus, if n → ∞, then we can get the desired equation as a.s.-limits of a suitable subsequence. In fact,
since Xn is a martingale, by using martingale inequality, we have supt≤T |Xt −Xn

t | → 0 in L2. Hence,
for a suitable subsequence, it convereges a.s. The above 1st term convereges in l2 and the 2nd term
convereges a.s. Therefore, by taking a sutable subesequence, both converge a.s.
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4 Stochastic Differential Equations

For simplicity, we consider the one-dimensional case; d = m = 1.
Let a(t, x), b(t, x), f(t, x, z), g(t, x, z); g(t, x, 0) = 0 be R1-valued functions of (time, state-space, jump-

parameter) (t, x.z) ∈ [0.T ] ×R1 ×R1

A stochastic differential equation is given by the following: the solution Xt is a R1-valued stochastic
process such that X0 = x.

dXt = a(t,Xt)dt+ b(t,Xt)dBt +

∫
|z|≥1

f(t,Xt−, z)N(dt, dz) +

∫
|z|<1

g(t,Xt−, z)Ñ(dt, dz).

X0 = x is called an initial condition and a, b, f, g are called coefficients (by adding the Lévy measure
ν, a, b, f, g, ν are also called coefficients).

Each of terms shows instantaneous hourly variation rate, and a is rate according to time, b is to a
Brownian motion, f is to large jumps and g is to small jumps (note that the number of large jumps in a
finite time interval is finite a.s.)

If a SDE without f, g, i.e, f = g = 0, then it is called a continuous type), otherwise it is called a
jump type. Moreover, if a = b = 0, then it is called pure jump type.

The SDE is actually defined by stochastic integrals.

Xt = x+

∫ t

0

a(s,Xs)ds+

∫ t

0

b(s,Xs)dBs +

∫ t

0

∫
|z|≥1

f(s,Xs−, z)N(ds, dz)

+

∫ t

0

∫
|z|<1

g(s,Xs−, z)Ñ(ds, dz).

4.1 Continuous-type SDE

Let d ≥ 1, N ≥ 1. Let Bt = (Bi
t)i≤N be an N -dimensional Brownian motion; B0 = 0.

Let a, b be Borel functions of (t, x) ∈ [0, T ]×Rd such that a = a(t, x) = (ai(t, x))i≤d is d-dimensional
vector valued, and b = b(t, x) = (bik(t, x))i≤d,k≤N is d×N -matrix valued. Set X0 = x ∈ Rd.

dXt = a(t,Xt)dt+ b(t,Xt)dBt.

Each components is

dXi
t = ai(t,Xt)dt+

N∑
k=1

bik(t,Xt)dB
k
t , 1 ≤ i ≤ d.

a is called a drift coefficient and b is called a diffusion coefficient. The integral form is

Xt = x+

∫ t

0

a(r,Xr)dr +

∫ t

0

b(r,Xr)dBr.

Each components is

Xi
t = xi +

∫ t

0

ai(r,Xr)dr +

N∑
k=1

∫ t

0

bik(r,Xr)dBk
r , 1 ≤ i ≤ d.

Set |a|2 = (a1)2 + · · · + (ad)2 and ‖b‖2 =
∑

i≤d,,k≤N (bik)2.

Theorem 4.1 For the continuous type SDE, if coefficients are linear increasing and Lipschitz con-
tinuous, i.e., ∀T > 0, ∃K = KT > 0; ∀t ∈ [0, T ], x ∈ Rd,

|a(t, x)| + ‖b(t, x)‖ ≤ K(1 + |x|), |a(t, x) − a(t, y)| + ‖b(t, x) − b(t, y)‖ ≤ K|x− y|,

then the solution (Xt)t≥0 exists uniquely and it is continuous such that (Xt) ∈ L2, i.e., ∀T >

0,
∫ T

0
E|Xt|2dt <∞.
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The uniqueness means if (X̃t) is also a solution, then it is strong equivalent to (Xt), i.e., P (Xt =

X̃t,
∀t ≥ 0) = 1.
Proof. We use Picard iteration. The approximating sequence Xn = (Xn

t ) is defined as follows: Let
X1

t = x and if Xn is defined, then set

dXn+1
t = a(t,Xn

t )dt+ b(t,Xn
t )dBt, Xn+1

0 = x.

It also holds that Xn = (Xn
t ) は (Ft)-adapted and

E

[
sup
t≤T

|Xn
t |2
]
<∞.

From these, Xn+1 is well-defined and the following holds ∀T > 0, ∀n ≥ 1,

E

[
sup
t≤T

|Xn+1
t −Xn

t |2
]
≤ C2

(C1T )n−1

(n− 1)!
.

Therefore in L2(Ω → C([0, T ])) under the norm ‖X‖∗ := ‖|X|∗T ‖2 = (E[supt≤T |Xt|2])1/2, the infinite
series

∑
n≥1 ‖Xn+1 − Xn‖∗ converges. Hence {Xn} is a Cauchy seq. and by completeness of L2(Ω →

C([0, T ])) under ‖ · ‖∗, there exists a limit X = (Xt)t≤T a.s. That is, {Xn} converges to X uniformly a.s.
and it also converges under ‖ · ‖T . Hence, it is a solution of the SDE.

At last, for the uniqueness, if X, X̃ are the solutions and let τL = inf{t ≥ 0; |Xt| ∨ |X̃t| ≥ L}, then by
the same way as above we have

E|Xt∧τL − X̃t∧τL |2 ≤ C1

∫ t

0

E|Xr∧τL − X̃r∧τL |2dr.

Hence, by the Gronwall’s inequality (see the next proposition), we get

E|Xt∧τL − X̃t∧τL |2 = 0, 0 ≤ t ≤ T

and by the continuities of X, X̃, we have P (∀t ≤ T,Xt∧τL = X̃t∧τL) = 1 and τL → ∞ a.s. Thus, this
implies the string equivalence.

Proposition 4.1 (Gronwall’s inequality) For a continuous function g(t) on [0, T ],

∃C1, C2 ≥ 0; 0 ≤ g(t) ≤ C1 + C2

∫ t

0

g(r)dr ⇒ g(t) ≤ C1e
C2t

Proof. If we set h(t) = e−C2t
∫ t

0
C2g(r)dr, then the assumption implies h′(t) ≤ C1C2e

−C2t. By
integrating on [0, t] and h(0) = 0, we have h(t) ≤ C1(1 − e−C2t). Again, by the assumption, the desired
inequality is obtained.

4.2 Jump-type SDE

The jump-type is an adding jump terms to a continuous-type. The coefficients f, g of jump terms are
Borel functions of (t, x, z) ∈ [0,∞) × Rd × Rm and f = f(t, x, z) = (f i(t, x, z))i≤d; f = 0 on |z| < 1,
g = g(t, x, z) = (gi(t, x, z))i≤d; g(t, x, 0) = 0 かつ g = 0 on |z| ≥ 1. The jump-type SDE is

dXt = a(t,Xt)dt+ b(t,Xt)dBt +

∫
|z|≥1

f(t,Xt−, z)N(dt, dz).+

∫
|z|<1

g(t,Xt−, z)Ñ(dt, dz),

where ν(dz) is a measure on Rm such that ∀n ≥ 1, ν(|z| ≥ 1/n) < ∞. N(dt, dz) is a dtν(dz)-Poisson

r.m., N̂(dt, dz) = dtν(dz) and Ñ = N − N̂ . Let assume the following on f :

∀t > 0, x ∈ Rd,

∫ t

0

dr

∫
|z|≥1

|f(r, x, z)|ν(dz) <∞.
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Theorem 4.2 For the jump-type SDE, by adding the following conditions to the continuous-type:
∀T > 0, ∃K = KT > 0; ∀t ∈ [0, T ], x ∈ Rd,∫

|z|<1

|g(t, x, z)|2ν(dz) ≤ K(1 + |x|2),

and ∫
|z|<1

|g(t, x, z) − g(t, y, z)|2ν(dz) ≤ K|x− y|2,

the solution (Xt)t≥0 exists uniquely and it is first kind of discontinuous process. Moreover, if f = 0, then
(Xt) ∈ L2 holds.

Proof. It can be shown by a similar way to the continuous-type. However, in order to treat large
jumps, let (τk, ξk); 0 < τk ↑↑ ∞ be a family of all jump masses, i.e., sets of jump times and jumps. (It is
possible because for any T > 0, N([0, T ] × {|z| ≥ 1}) <∞ a.s.)

First if f = 0, then the existence of the solution Y 1
t can be the same way as in case of the continuous-

type. Thus, let X1
t = Y 1

t for t ∈ [0, τ1), and X1
t = Y 1

τ1 + f(τ1, Y (τ1−), ξ1) if t = τ1). Next, let Y 2
t

be the solution for t ∈ [0, τ2 − τ1] starting at Y 2
0 = X1

τ1 corresponding to Bτ1
t := Bt+τ1 − Bτ1 and

Nτ1(dt, dz) := N(dt + τ1, dz), determined by the same way as Y 1
t (note that we have to change the

time variable r to r + τ1). Let X2
t = X1

t if t ∈ [0.τ1] and X2
t = Y 2

t−τ1 if t ∈ [τ1, τ2], then this is a
solution for t ∈ [0, τ2]. Here, more precisely, the definition of Y 2

t is that we first change τ1 to non-
random time s and consider the starting point as ∀x ∈ Rd, and for the solution Y 2

t = Y 2
t (ω;x, s), set

s = τ1(ω), x = X1
τ1(ω)(ω).

By continuing this operation the solution Xt is defined as Xt = Xk
t for t ∈ [0, τk], and this is the

unique solution.

[Adding] The proof of that X2
t is a solution for t ∈ [0, τ2], especially for t ∈ (τ1, τ2].

Let s = τ1 and if t ∈ [0, τ2 − s), then

Y 2
t −X1

s =

∫ t

0

a(r + s, Y 2
r )dr +

∫ t

0

b(r + s, Y 2
r )dBs

r +

∫ t

0

∫
|z|<1

g(r + s, Y 2
r−, z)Ñs(dr, dz)

=

∫ t+s

s

a(r, Y 2
r−s)dr +

∫ t+s

s

b(r, Y 2
r−s)dBr +

∫ t+s

s

∫
|z|<1

g(r, Y 2
(r−s)−, z)Ñ(dr, dz),

where we use for a fixed s ≥ 0, (Bs
r = Br+s −Bs)

(d)
= (Br) and∫ t

0

b(r + s, Y 2
r )dBs

r =

∫ t

0

b(r + s, Y 2
r )d(Br+s −Bs) =

∫ t+s

s

b(r, Y 2
r−s)dBr.

Therefore, for t ∈ [s, τ2), X2
t = Y 2

t−s is the same as above Y 2
t , and it is a solution to the original equation.

Of course,
X2

τ2 = Y 2
τ2−s + f(τ2, Y(τ2−s)−, ξ2).
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5 Transition Probabilities and Generators

Let (Xt, Px) be a time-homogeneous Markov process on Rd starting from x. For a bounded Borel function
φ, set

Pt(x, dy) := Px(Xt ∈ dy), Ptφ(x) := Ex[φ(Xt)] =

∫
Rd

φ(y)Pt(x, dy).

Pt(x, dy) is called a transition probability. (Pt)t≥0 is a transition semi-group on a family of bounded
continuous functions Cb ≡ Cb(R

d), i.e.,

P0 = I, PsPt = Ps+t (s, t ≥ 0)

Moreover, if (Xt) is a Markov process with sample paths in D ≡ D(Rd), then limt↓0 Ptφ(x) = φ(x), i.e.,
limt↓0 Pt → I on Cb. Furthermore, it is right-continuous: Pt+h → Pt (h ↓ 0) on Cb for ∀t ≥ 0.

On the other hand, if (Pt) is right-continuous on Cb, then (Xt) is right-continuous in probability, i.e.,
∀ε > 0, P (|Xt+h −Xt| < ε) → 1 (h ↓ 0) for ∀t ≥ 0. In fact, if φ ∈ Cb satisfies φ(0) = 0 and φ(x) = 1 for
|x| ≥ ε, then

P (|Xt+h −Xt| ≥ ε) ≤ E[φ(Xt+h −Xt)] = E[

∫
φ(y − x)Ph(x, dy)| x=Xt

] → E[φ(0)] = 0.

5.1 Generators

Let (Pt) be a right-continuous semi-group on Cb.
A generator L on D(L) ⊂ Cb is defined as

L := lim
h↓0

1

h
(Ph − I), i.e., Lφ(x) := lim

h↓0

1

h
(Phφ(x) − φ(x)),

where φ ∈ D(L) is a family of all φ ∈ Cb such that the above limit exists.
In this case. we get Pt = etL formally.
Moreover, if the transition probabilities depend on the time as Ps,t(x, dy) = P (Xt ∈ dy| Xs = x)

for 0 ≤ s ≤ t, then Ps,s = I, Ps,tPt,u = Ps,u. We also assume the right-continuity of Ps,t); i.e.,
Ps+,t = Ps,t, Ps,t+ = Ps,t. In this case, the generator also depends the time and it is defined by Lt =

limh↓0(Pt,t+h − I)/h on D(Lt). Formally, it is given as Ps,t = exp[
∫ t

s
Lrdr].

we consider the following function spaces:

· φ ∈ C2
b ≡ C2

b (Rd)
def⇐⇒ ∃∂2ijφ ∈ Cb (i, j ≤ d), where ∂2ij = ∂2/∂xi∂xj .

· φ ∈ C∞
c

def⇐⇒ φ ∈ C∞, supp φ is compact.

Theorem 5.1 Let (Xt) be the solution of the following jump type SDE starting from X0 = x, where,
coefficients (a, b, f, g) satsfy the same condition as in Theorem 4.2.

dXt = a(t,Xt)dt+ b(t,Xt)dBt +

∫
|z|≥1

f(t,Xt−, z)N(dt, dz).+

∫
|z|<1

g(t,Xt−, z)Ñ(dt, dz).

Then, the generator is given as follows: for φ ∈ C2
b ,

Ltφ(x) = ai(t, x)∂iφ(x) +
1

2

N∑
k=1

bikb
j
k(t, x)∂2ijφ(x)

+

∫
|z|≥1

[φ(x+ f(t, x, z)) − φ(x)]ν(dz)

+

∫
|z|<1

[φ(x+ g(t, x, z)) − φ(x) − ∂iφ(x)gi(t, x, z)]ν(dz),

where we sum on the same characters of superscripts and subscripts, e.g. aixi =
∑

i≤d a
ixi.
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Proof. For simplicity, let d = 1. By applying Ito formula to φ(Xt+h),

φ(Xt+h) − φ(Xt) =

∫ t+h

t

φ′(Xs)d(Xs)
c +

1

2

∫ t+h

t

φ′′(Xs)d(X2
s )c

+

∫ t+h

t

∫
|z|≥1

[φ(Xs− + f(s,Xs−, z)) − φ(Xs−)]N(ds, dz)

+

∫ t+h

t

∫
|z|<1

[φ(Xs− + g(s,Xs−, z)) − φ(Xs−)] Ñ(ds, dz).

+

∫ t+h

t

∫
|z|<1

[φ(Xs− + g(s,Xs−, z)) − φ(Xs−) − φ′(Xs−)g(s,Xs−, z)] dsν(dz),

where d(Xs)
c = a(s,Xs)ds + b(s,Xs)dBs, d(X2

s )c = (dBs)
2 = ds. Noting that Pt,t+hφ(x) =

E[φ(Xt+h)| Xt = x], that is,

Pt,t+hφ(x) − φ(x) = E[φ(Xt+h) − φ(Xt)| Xt = x],

since the expectations of stochastic integrals by dBs and dÑ are 0, we get the desired result.

The simplest example is for a Brownian motion. Let Xt = x + Bt. This is time-homogeneous and
Lt ≡ L = 4x/2.

If all coefficients does not depend on time and space, then the solution is a time-space inhomogeneous
Markov process, and this is a Lévy process. Especially, if f = g = z (m = d), then ν satisfies that

ν({0}) = 0,

∫
Rd

(1 ∧ |z|2)ν(dz) <∞.

The generator is given as

Lφ = a ·Dφ+
1

2
b2 ·D2φ+

∫
Rd

[φ(· + z) − φ(·) − z ·Dφ(·)1|z|<1]ν(dz),

where a ·D = ai∂i, b
2 ·D2 =

∑
k b

i
kb

j
k∂

2
ij .

The characteristic function is given as

E[eiξ·Xt ] = etΨ(ξ); Ψ(ξ) = ia · ξ − 1

2
b2 · ξ2 +

∫ [
eiz·ξ − 1 − iz · ξ1|z|<1

]
ν(dz),

where ξ ∈ Rd, b2 · ξ2 =
∑

k b
i
kb

j
kξiξj .

5.2 Martingale problems

The solution of the previous SDE is called a string solution.
On the other hand, for the given coefficients (a, b, f, g, ν), if there exist an appropriate probability

space and the solution of SDE on it, then it called a weak solution.
In general, for a given operator Lt, it is difficult that whether if the corresponding transition semi-

group Ps,t exists.
Let Lt be the same as in (5.1) and denote the domain as D(Lt). (we sometime use this as

⋂
t>0D(Lt)

if necessary.)
On Ω = D([0,∞)), set F = σ(C); C is a family of all cylinder sets, i.e.,

C ∈ C def⇐⇒ C = {(ω(t1), . . . , ω(tn)) ∈ At1 × · · · × Atn , (0 ≤ t1 < · · · < tn, Atj ∈ B1, n ≥ 1).

Also let F0
t be the σ-additive class generated by a family of all cylinder sets until the time t ≥ 0. and

set Ft :=
⋂

ε>0 F0
t+ε.
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For any fixed x ∈ Rd, if exists a probability measure P = Px on (Ω,F , (Ft)) such that for Xt(ω) =
ω(t), it satisfies the following, then {Px}x is called a solution of a martingale problem: with an
appropriate function space D0 (e.g., C∞

c , C2
b , etc),

(1) P (X0) = x

(2) ∀φ ∈ D0, M(φ) := φ(Xt) − φ(x) −
∫ t

0

Lrφ(Xr)dr is (Ft)-martingale.

Of course, this solution is a Markov process with the generator Lt.
Clearly, a weal solution is a solution of the martingale problem. The inverse is also ture, and hence,

these are equivalent. In this case D0 ⊂ D(Lt) is called a core of (Lt).

Let Px be a solution of the martingale problem. For 0 ≤ s < t, by Ps,tφ(y) = Ex[φ(Xt)| Xs = y] ,

Ps,tφ(y) − φ(y) = E[φ(Xt) − φ(Xs)| Xs = y] =

∫ t

s

Ex[Lrφ(Xr)]| Xs = y]dr =

∫ t

s

Ps,rLrφ(y)dr.

This implies the generator is Lt.
Moreover, if we differentiate in t, then

∂tPs,tφ(x) = Ps,tLtφ(x) =

∫
Ltφ(y)Ps,t(x, dy).

For simplicity, let d = 1 and we consider the time-homogeneous case. Let Pt(x, dy) = pt(x, y)dy and
∂yp, ∂

2
yp, ∂tp are bounded in y. Furthermore, if L is a continuous type (f = g = 0), and if a, b is in C2

b ,
then for φ ∈ C2

c , we have (by integration-by-parts)∫
φ(y)∂tpt(x, y)dy =

∫
φ(y)L∗pt(x, y)dy.

That is, ∂tpt(x, y) = L∗pt(x, y) a.e. holds, where L∗ is an adjoint operator of L and it given as

L∗p(y) = −∂i
(
ai(y)p(y)

)
+

1

2
∂2ij

∑
k≤N

bikb
j
k(y)p(y)

 .

If we don’t fix a starting point of Xt, that is, if we let X0 be a random variable, then for u(t, y) =
E[pt(X0, y)], under the same conditions, ∂tu = L∗u a.e. holds. 同じ計算で導かれる.)
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