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In this text we describe “additive processes”, which are in a basic group of stochastic processes, and
which have independent increments. Especially, we investigate “Lévy processes” in detail, which are time
homogeneous additive processes, continuous in probability, and have first-order discontinuous sample
paths, that is, they are right-continuous and have left-hand limits.

We will show the following: For every Lévy process, it has infinitely divisible distributions and their
characteristic functions are given by the Lévy-Khintchine representations.

Also its sample path has the Lévy-Ito decomposition, which is a sum of Gaussian process with
drift and a jump process.

Reference. SATO, Ken-ichi; “Kahou Katei” (in Japanese) as “Additive Processes”, Kinokuniya (1990). This
was rewritten in English and revised to “Lévy Processes and Infinitely Divisible Distributions”, Cambridge (1999,
2002).

This text is based on the above text and the proofs are almost the same. However, the author tried to simplify

and to make refinements in order to understand easily.
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1 Overview of Lévy Processes and Infinitely Divisible Distri-
butions

Let (Ω,F , P ) be a probability space, that is, Ω is a non-empty set, F is a σ-additive class on Ω and
P = P (dω) is a probability measure on a measurable space (Ω,F).

A stochastic process (Xt)t≥0 is random variables Xt = Xt(ω) parameterized by time t ≥ 0.

In the text we only consider the Rd-valued processes. So we denote Xt = (Xj
t )j≤d and a vector as

x = (xj)j≤d = (x1, . . . , xd) ∈ Rd. Also we denote inner product as 〈x, y〉 ≡ x · y =
∑
j≤d x

jyj .

A Lévy process (Xt)t≥0 is an Rd-valued stochastic process starting from the origin 0, which is
continuous in probability, has time homogeneous independent increments and right-continuous sample
paths with left-hand limits.

This is equivalent to that ∀t > 0, the distribution of Xt; µt = P ◦X−1
t , i.e., µt(dx) = P (Xtindx) is an

infinitely divisible distribution. This is also equivalent to that if we let µ = µ1, then for any t > 0,
µt = µt∗, where the right-hand side denotes t-convolution of µ.

A convolution of measures µ, ν is defined as

µ ∗ ν(dx) :=
∫
µ(dx− y)ν(dy) =

∫
ν(dx− y)µ(dy) =

∫ ∫
1dx(y + z)µ(dy)ν(dz).

If ν = µ, then µ2∗ = µ ∗ µ. In general, for n ∈ N, we define µn+1∗ = µn∗ ∗ µ. Moreover, if µ is an
infinitely divisible distribution, then for any t ≥ 0, µt∗ can be defined.

In this case, the above is equivalent to that the characteristic function of Xt; µ̂t(z) := E[ei⟨z,Xt⟩]
(i =

√
−1) has the Lévy-Khintchine representation (LK-representation), i.e., µ̂t(z) = etψ(z) with

ψ(z) = −1

2
〈Az, z〉+

∫
(|x|≥1)

(ei⟨z,x⟩ − 1)ν(dx) +

∫
(|x|<1)

(ei⟨z,x⟩ − 1− i〈z, x〉)ν(dx) + i〈γ, z〉,

where

• A = (ajk): a non-negative definite d × d-matrix, i.e., ajk =
∑
ℓ≤m σ

j
ℓσ

k
ℓ with σ = (σjℓ )ℓ≤m,j≤d: a

diffusion coefficient.

• ν = ν(dx) is a Lévy measure on Rd such that ν({0}) = 0 and that

∫
Rd

1 ∧ |x|2ν(dx) <∞.

• γ = (γj)j≤d ∈ Rd,

Furthermore, this is equivalent to the following: Lévy-Ito decomposition (LI-decomposition)

dXt(ω) = γdt+ σdBt(ω) +

∫
(|x|≥1)

xN(ω; dt, dx) +

∫
(|x|<1)

xÑ(ω; dt, dx), X0 = 0.

More precisely,

Xt(ω) = γt+ σBt(ω) +

∫ t

0

∫
(|x|≥1)

xN(ω; ds, dx) +

∫ t

0

∫
(|x|<1)

xÑ(ω; ds, dx).

If Xt = (Xj
t )j≤d = (X1

t , . . . , X
d
t ), then

Xj
t = γjt+

∑
ℓ≤m

σjℓB
ℓ
t +

∫ t

0

∫
(|x|≥1)

xjN(ω; ds, dx) +

∫ t

0

∫
(|x|<1)

xjÑ(ω; ds, dx),

where Bt = (Bℓt ) is anm-dimensional Brownian motion, N(ω; dt, dx) is a dtν(dx)-Poisson randommeasure

on [0,∞)×Rd, Ñ = N − N̂ is a compensated Poisson random measure with N̂ = E[N ], i.e, N̂(dt, dx) =
dtν(dx) is a mean measure of N .

Let ∆Xt := Xt − Xt− be a jump of Xt at time t and let N(dt, dx) := ♯{(t,∆Xt) ∈ dt × dx;∆Xt ̸= 0} be a
measure of jump-times and jumps on a time space. Then, it can be shown that N is a Poisson random measure
by the property of time homogeneous independent increments of the Lévy process (Xt).
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The above decomposition theorem means that if we remove large jumps in order from Xt, then the remaining
as the limit is a continuous process and it is a Gaussian process. （Kiyoshi ITO showed the way.) That is, let

Xn
t = Xt −

∑
s≤t;|∆Xs|≥1/n

∆Xs = Xt −
∫ t

0

∫
(|x|≥1/n)

xN(ds, dx).

if n → ∞, then Xn
t → ∃Xc

t in some sense, and Xc
t is a continuous Lévy process, i.e., a Gaussian process.

IfXt have a LI-decomposition, then it can be shown easily by using Ito formula that the characteristic
function has the above representation as follows;

For f(x) = eix·z ∈ C2(Rd),

df(Xt) = γ ·Df(Xt)dt+ σ ·Df(Xt)dBt +
1

2
σ2 ·D2f(Xt)dt

+

∫
(|x|≥1)

[f(Xt− + x)− f(Xt−)]N(dt, dx)

+

∫
(|x|<1)

[f(Xt− + x)− f(Xt−)]Ñ(dt, dx)

+

∫
(|x|<1)

[f(Xt− + x)− f(Xt−)− x ·Df(Xt−)]ν(dx)dt,

where γ · D = γj∂j , σ · D = σjℓ∂j , σ
2 · D2 =

∑
ℓ≤m σ

j
ℓσ

k
ℓ ∂

2
jk (we use the rule of summing on the same

index of supper and lower.) and ∂j = ∂/∂xj , ∂
2
jk = ∂2/∂xj∂xk.

If we take the expectation, then by EBt = EÑ = 0, we have

dφt(z) := dE[f(Xt)] = E[df(Xt)]

= iγ · zφt(z)dt−
1

2

∑
ℓ≤m

σjℓσ
k
ℓ zjzkφt(z)dt

+

∫
(|x|≥1)

φt(z)[e
ix·z − 1]dtν(dx) +

∫
(|x|<1)

φt(z)[e
ix·z − 1− ix · z]dtν(dx)

= φt(z)

{
iγ · z − 1

2
ajkz

jzk

+

∫
(|x|≥1)

[eix·z − 1]ν(dx) +

∫
(|x|<1)

[eix·z − 1− ix · z]ν(dx)
}
dt.

That is, dφt(z) = φt(z)ψ(z). Hence by the initial condition φ0(z) = E[eiz·X0 ] = 1, we get the desired
representation φt(z) = etψ(z).

On the other equivalences, if Xt has the LI-decomposition, then by the properties of the stochastic
integral (Xt) has time homogeneous independent increments, thus, it is a Lévy process.

If the characteristic function has LK-representation, then the distribution of Xt is a infinitely divisible
distribution and it is corresponding to the Lévy process in the sense of law, one to one (except the law
equivalence). A Lévy process in the sense of law is equivalent to a Lévy process, hence they are essentially
the same.

It remains to show that a Lévy process has a Lévy-Ito decomposition. This can be shown directly
mentioned as above. However, by using above results we can show if Xt is a Lévy process, then the
characteristic function has the LK-representation. On the other hand, if Yt has the LI-decomposition,
then the characteristic function has the same representation. Hence, they are equivalent in law and
their paths are right-continuous and have left-hand limits. Thus, both have the same distributions on
D([0,∞) → Rd). Therefore, Xt can have the same decomposition.

If readers want to know about Ito integrals (stochastic integrals) and Ito formula and so on, please see
the text of stochastic analysis; “Ito integrals and Stochastic Differential Equations with Jumps”.
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2 Definition of Lévy Processes and Basic Examples

In this section, we give a definition of Lévy processes and describe Poisson processes, compound Poisson
processes and Brownian motions as basic examples.

2.1 Definition of Lévy processes

Definition 2.1 An Rd-valued stochastic process (Xt)t≥0 is a Lévy process if it satisfies that
(1) X0 = 0 a.s.
(2) (Xt) has independent increments, i.e., for 0 ≤ t0 < t1 < · · · < tn, {Xtk − Xtk−1

}k≤n are
independent.

(3) For s, t > 0, Xt+s −Xs
(d)
= Xt, i.e., it is time homogeneous.

(4) It is continuous in probability, i.e., ∀t ≥ 0, ε > 0, P (|Xs −Xt| < ε) → 1 (s→ t).
(5) With probability one, each sample paths is right-continuous and has left-hand-limits, i.e., ∃Ω0 ∈

F ;P (Ω0) = 1, ∀ω ∈ Ω0, (Xt(ω))t≥0 is right-continuous and has left-hand-limits as a function of t.

On the other hand, if it satisfies the conditions except the last one, then it is called a Lévy process
in law.

In §5.1, we give the result that a Lévy process in law is equivalent to a Lévy process, so the sample
path property is not essential. That is, if (Yt) is a Lévy process in law, then there exists a Lévy process
(Xt) such that for ∀t > 0, P (Xt = Yt) = 1.

The condition of continuity in prob. is equivalent to that at t = 0 by starting from 0 and by the time
homogeneity, that is,

∀ε > 0, lim
t↓0

P (|Xt| < ε) = 1.

2.2 Exponential times and Poisson processes

For a constant α > 0, a random variable τ = τ(ω) is distributed by an exponential distribution with
parameter α is that

P (τ > t) =

∫ ∞

t

αe−αsds = e−αt

That is, τ has a distribution with a density function f(s) = αe−αs. In this text, we call τ as α-
exponential time or simply, exponential time.

Its means and variance are the following:

E[τ ] =

∫ ∞

0

αse−αsds =
1

α
, V (τ) = E[τ2]− (E[τ ])2 =

1

α2
.

Question 2.1 Make sure the above calculation of variance.

Proposition 2.1 If τ is an exponential time, then it has the following memoryless property.
For t, s ≥ 0,

P (τ > t+ s| τ > s) = P (τ > t).

Proof.

P (τ > t+ s| τ > s) =
P (τ > t+ s)

P (τ > s)
=
e−(t+s)

e−s
= e−t = P (τ > t).

Proposition 2.2 If τ1, τ2, . . . τn are independent α1, α2, . . . , αn-exponential times, respectively, then
min{τ1, τ2, . . . τn} is (α1 + α2 + · · ·+ αn)-exponential time. Moreover,

P (min{τ1, τ2, . . . τn} = τk) =
αk

α1 + α2 + · · ·+ αn
.
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Proof. For simplicity, we only show the case of n = 2, k = 1.

P (τ1 ∧ τ2} > t) = P (τ1 > t, τ2 > t) = P (τ1 > t)P (τ2 > t) = e−(α1+α2)t.

Moreover, since the joint distribution of τ1, τ2 is the product of each ones by their independence, we have

P (min{τ1, τ2} = τ1) = P (τ1 < τ2)

=

∫ ∞

0

dsα1e
−α1sP (s < τ2)

=

∫ ∞

0

dsα1e
−α1se−α2s

=
α1

α1 + α2
.

The other cases are the same.

Example 2.1 There is a system of two devices A and B. The time to failure of A is an 1-exp. time
and the time to failure of B is an 2-exp. time. These are failure independent and the system is failure if
at least one is failure. Find the mean time to failure of the system.

By the previous proposition, the time to failure of the system is 3-exp. time, and hence, the mean is
1/3.

For λ > 0, a stochastic process (Xt)t≥0 is a Poisson process with a parameter λ is a Lévy process
such that X1 has a λ-Poisson distribution (it is simply called a λ-Poisson process), that is, it satisfies
the following:

(1) X0 = 0,

(2) For 0 ≤ s < t, Xt −Xs has a Poisson distribution with a parameter λ(t− s), i.e.,

P (Xt −Xs = k) = e−λ(t−s)
λk(t− s)k

k!
(k = 0, 1, 2, . . . ).

(3) Xt has independent increments. That is, for 0 < t1 < t2 < · · · < tn, Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1

are independent.

Theorem 2.1 (Construction of a Poisson process) Let σ1, σ2, . . . be independent
λ-exponential times. Let τn =

∑n
k=1 σk and τ0 = 0. Define

Xt = n ⇐⇒ τn ≤ t < τn+1, that is, Xt :=

∞∑
n=0

n1[τn,τn+1)(t) = max{n; τn ≤ t}.

Then, (Xt) is a λ-Poisson process.

Note The inverse of the above result holds, that is, if (Xt)t≥0 is a λ-Poisson process and let τ1, τ2, . . .
be jump times of it, then τ1, τ2 − τ1, τ3 − τ2, . . . are i.i.d. and each of them is a λ-exponential time.

In order to show the above result, we use the following result.

Proposition 2.3 The sum of independent n-number of λ-exponential times σk; τ =
∑n
k=1 σk is

distributed by the gamma distribution Γ(n, λ), i.e.,

P (τ < t) =

∫ t

0

1

(n− 1)!
λnsn−1e−λsds.
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Proof. By the independence of (σn),

P (σ1 + · · ·+ σn < t) =

∫
s1+···sn<t

λne−λ(s1+···sn)ds1 · · · dsn.

By the change of variables such that uk = s1 + · · · sk (k = 1, . . . , n) and s = un,∫
s1+···sn<t

λne−λ(s1+···sn)ds1 · · · dsn =

∫ t

0

dun

∫ un

0

dun−1 · · ·
∫ u2

0

du1λ
ne−λun

=

∫ t

0

dun

∫ un

0

dun−1 · · ·
∫ u3

0

du2u2 λ
ne−λun

=

∫ t

0

dun
1

(n− 1)!
un−1
n λne−λun

=

∫ t

0

ds
1

(n− 1)!
λnsn−1e−λs

[Proof of Theorem 2.1]. Since τn is independent of σn+1 and distributed by Γ(n, λ), we have

P (Xt = n) = P (τn ≤ t < τn+1 = τn + σn+1)

=

∫ t

0

ds
1

(n− 1)!
λnsn−1e−λsP (t < s+ σn+1)

=

∫ t

0

ds
1

(n− 1)!
λnsn−1e−λse−(t−s)λ

= e−λt
λn

(n− 1)!

∫ t

0

sn−1ds = e−λt
λntn

n!
.

By a similar way,

P (τn+1 > t+ s,Xt = n) = P (τn+1 > t+ s, τn ≤ t < τn+1)

= P (τn + σn+1 > t+ s, τn ≤ t)

=

∫ t

0

du
1

(n− 1)!
λnun−1e−λuP (u+ σn+1 > t+ s)

=

∫ t

0

du
1

(n− 1)!
λnun−1e−λue−λ(t+s−u) = e−λ(t+s)

λntn

n!
.

Hence,

(2.1) P (τn+1 > t+ s| Xt = n) = e−λs = P (σ1 = τ1 > s).

Moreover,
(2.2)

under the condition Xt = n, τn+1 − t, σn+2, . . . , σn+m has the same distribution as σ1, σ2, . . . , σm.

In fact,

P (τn+1 − t > s1, σn+2 > s2, . . . , σn+m > sm| Xt = n)

= P (τn ≤ t < τn+1, τn+1 − t > s1, σn+2 > s2, . . . , σn+m > sm)/P (Xt = n)

= P (τn ≤ t, τn+1 − t > s1)P (σn+2 > s2, . . . , σn+m > sm)/P (Xt = n)

= P (τn+1 − t > s1| Xt = n)P (σ2 > s2, . . . , σm > sm)

= P (σ1 > s)P (σ2 > s2, . . . , σm > sm)

= P (σ1 > s, σ2 > s2, . . . , σm > sm).
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By this and noting that τn+m − t = (τn+1 − t) + σn+2 + · · · + τn+m, we have in general, for m ≥ 1, we
can get

P (τn+m > t+ s| Xt = n) = P (τm > s).

By subtracting the above from the above with m+ 1 instead of m, we have

P (τn+m ≤ t+ s < τn+m+1| Xt = n) = P (τm ≤ s < τm+1) = P (Xs = m).

By using this, for n ≥ 0,m ≥ 1,

P (Xt = n,Xt+s −Xt = m) = P (Xt = n,Xt+s = n+m)

= P (Xt = n)P (Xt+s = n+m| Xt = n)

= P (Xt = n)P (τn+m ≤ t+ s < τn+m+1| Xt = n)

= P (Xt = n)P (Xs = m).

By summing on n ≥ 0,

P (Xt+s −Xt = m) = P (Xs = m) = e−λ
λmsm

m!
.

In case of m = 0, it can be seen P (Xt+s−Xt = m) = e−λs, and this is included in the above. In fact, by

P (τn > t+ s| Xt = n) = P (τn > t+ s| τn ≤ t < τn+1) = 0,

if we subtract this from (2.1), then

P (Xt+s = n| Xt = n) = P (τn ≤ t+ s < τn+1| Xt = n) = e−λs.

Thus,

P (Xt = n,Xt+s −Xt = 0) = P (Xt = n,Xt+s = n)

= P (Xt = n)P (Xt+s = n| Xt = n)

= P (Xt = n)e−λs.

Hence, by summing on n ≥ 0, we have P (Xt+s −Xt = 0) = e−λs.
Finally on the independence of increments, by using (2.2), we have for 0 ≤ t1 < · · · < tk,

P (Xt0 = n0, Xt1 −Xt0 = n1, . . . , Xtk −Xtk−1
= nk)

= P (Xt0 = n0, Xt1 = n0 + n1, . . . , Xtk = n0 + · · ·+ nk)

= P (Xt0 = n0)P (Xt1−t0 = n1, . . . , Xtk−t0 = n1 + · · ·+ nk).

Therefore, by repeating this, we have the following independent increments:

P (Xt0 = n0, Xt1 −Xt0 = n1, . . . , Xtk −Xtk−1
= nk)

= P (Xt0 = n0)P (Xt1−t0 = n1) · · ·P (Xtk−tk−1
= nk)

= P (Xt0 = n0)P (Xt1 −Xt0 = n1) · · ·P (Xtk −Xtk−1
= nk).

2.3 Compound Poisson processes

Definition 2.2 (Xt) is a compound Poisson process on Rd if it is a Lévy process and the charac-
teristic function is given by the following: Let µt be the distribution of Xt.

µ̂t(z) := E[ei⟨z,Xt⟩] = exp[tc(σ̂(z)− 1)],

where c > 0 and σ = σ(dx) is a distribution on Rd such that σ({0}) = 0.
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Moreover, it also holds that µt = e−tc
∑
n≥0

(tc)n

n!
σn∗. Note that σ0∗ = δ0. (It is clear because charac-

teristic functions coincide.)

[Construction of a compound Poisson process] Let (Nt) be a c-Poisson process. Let (Sn) be
a random walk on Rd starting from S0 = 0, with a one-step distribution σ independent of (Nt). Then,
Xt := SNt is a compound Poisson process. In fact,

E[ei⟨z,SNt ⟩] =
∑
n≥0

E[ei⟨z,Sn⟩]P (Nt = n) =
∑
n≥0

σ̂(z)ne−tc
(tc)n

n!
= exp[tc(σ̂(z)− 1)],

where for E[ei⟨z,Sn⟩] = σ̂(z)n, we use that Sn =
∑n
k=1(Sk−Sk−1) (S0 = 0), the distribution of Sk−Sk−1

is σ and {Sk − Sk−1} are independent.

2.4 Brownian motions (Wiener processes)

A real-valued stochastic process (Bt)t≥0 is a Brownian motion is a continuous Lévy process (a Lévy
process with continuous sample paths) such that X1 has a normal distribution N(0, 1), that is,

(1) B0 = 0 a.s.

(2) (Bt) is continuous, i.e., for a.a.ω, the sample path B·(ω) is continuous.

(3) For 0 = t0 < t1 < · · · < tn, {Btk − Btk−1
}nk=1 are independent and Btk − Btk−1

is distributed by a
normal distribution N(0, tk − tk−1).

The above definition is a one-dimensional Brownian motion.
If Bt = (B1

t , . . . , B
d
t ) has d numbers of independent one-dimensional Brownian motions as components,

then it is called a d-dimensional Brownian motion. (It is realized as a product probability space of
d-numbers of independent one-dimensional Brownian motions.)

In this case (Bt) satisfies the same conditions as above with the following (3)’ instead of (3);

(3)’ For 0 = t0 < t1 < · · · < tn, {Btk − Btk−1
}nk=1 are independent and Btk − Btk−1

is distributed by
the d-dimensional normal distribution N(0, (tk − tk−1)Id).

Let W = C([0,∞) → R1) and let W be the σ-additive class determined by the local uniform conver-
gence topology.

Moreover let w = w(t) ∈ W0
def⇐⇒ w ∈ W ;w(0) = 0. For any finite number of time points tn =

(t1, . . . , tn); 0 ≤ t1 < t2 < · · · < tn <∞ and for any An ∈ Bn, C(tn, An) = {w ∈W0; (w(t1), . . . , w(tn)) ∈
An} is called a cylinder set). We denote the σ-additive class generated by all cylinder sets as W0 (it is
known that this is the same σ-additive class determined by the relative topology of W ).

Theorem 2.2 (Existence and uniqueness of Wiener measure) There exists a unique proba-
bility measure PB on (Ω,F) = (W0,W0) such that under this measure Bt(w) = w(t) is a Brown motion.

PB is called the Wiener measure. The Brownian motion is also called the Wiener process.
We give the outline of the proof at the end of this section.
The distribution of d-dimensional Brownian motion Bt = (B1

t , . . . , B
d
t ) is a probability measure on

W d
0 3 w;w ∈ C([0,∞) → Rd), w(0) = 0, and this is called the d-dimensional Wiener measure.
The distribution of Bt is given as P (Bt ∈ dx) = pt(x)dx, where

pt(x) :=
1

√
2πt

d
e−|x| (x = (x1, . . . , xd) ∈ Rd, |x| =

√
x21 + · · ·+ x2d).

gt(x) is a density function of d-dimensional normal distribution Nd(0, t).
The characteristic function of this normal distribution if given as

φ(z) = φBt
(z) := E[eiz·Bt ] = e−t|z|

2/2 (z ∈ Rd),
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where z ·Bt = z1B
1
t + · · ·+ zdB

d
t .

In one-dimensional case, let

pt(x, y) := pt(y − x) =
1√
2πt

e−(y−x)2/(2t).

Then the finite dimensional distribution of the Brownian motion is given as follows: for 0 < t1 < t2 <
· · · < tn and Ak ∈ B1,

P (Btk ∈ Ak) =

∫
A1

dy1pt1(0, y1)

∫
A2

dy2pt2−t1(y1, y2) · · ·
∫
An

dynptn−tn−1
(yn−1, yn).

In fact, by the independent increments letting t0 = 0, we have

P (Btk −Btk−1
∈ Ak, k = 1, 2, . . . , n) =

n∏
k=1

∫
Ak

ptk−tk−1
(xk)dxk

and by the change of variables xk = yk − yk−1 (y0 = 0) we get the above equation. Here note that
{Bt1 ∈ A1, Bt2 ∈ A2} == {Bt1 ∈ A1, Bt2 − Bt1 ∈ A2 − A1} where A2 − A1 is a family of differences of
elements, and this is not the difference set . A2 \A1

In the following let (Ft) is a standard filtration by the Brownian motion (Bt).
[Properties of Brownian motions]　

(1) EB2n
t = (2n− 1)!!tn, EB2n−1

t = 0 (n ≥ 1).

(2) For 0 ≤ s < t, Bt −Bs is independent of Fs.
This is equivalent to independent increments. From this (Bt) is martingale (described latter), i.e.,
0 ≤ s < t⇒ E[Bt −Bs| Fs] = 0

(3) The covariance E[BtBs] = t ∧ s (s, t > 0).

(4) A continuous process (Xt) is a Brownian motion ⇐⇒ ∀0 ≤ s < t, E[eiz(Xt−Xs)| Fs] = e−(t−s)z2/2,
where (Ft) is the canonical filtration by (Xt).

(5) The Brownian motion is invariant under the following transforms (a > 0 is a fixed):

Bat = Ba+t −Ba, Bt = −Bt, Sa(B)t =
√
aBt/a,

where Sa(B)t is called a scale conversion or scaling.

(6) The total variation of Brownian motion in [T1, T2] is infinite a.s., i.e., denote a division as ∆ =
{tk};T1 = t0 < t1 < · < tn = T2, then

V = sup
∆

∑
k=1

|Btk −Btk−1
| = ∞ a.s.

(7) ∀ε > 0, (Bt) has (1/2− ε)-Hödler uniform continuous paths a.s., i.e, for all γ > 0,

lim
h→0

sup
s ̸=t;|t−s|≤h

|Bt −Bs|
|t− s|γ

= 0 or ∞ a.s. if γ < 1/2 or γ ≥ 1/2.

(8) Sample paths of Brownian motion are not differentiable at every time points a.s.

(9) Let (Bt) be a d-dimensional Brownian motion and T be a d× d orthogonal matrix. Then (TBt) is
also a Brownian motion. Moreover, let τS := inf{t > 0;Bt ∈ S = Sd−1

r } be a hitting time to the
sphere 球面 S = ∂Bd(0, r). Then the distribution of BτS = BτS(ω)(ω) is the uniform measure on S.

Furthermore, the Brownian motion (Bt) has the following properties:
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• Xt = tB1/t is also a Brownian motion with X0 = 0.

•
lim sup
t↓0

Bt√
2t log log(1/t)

= 1 a.s.

Moreover, by symmetry, lim inf t↓0 is −1, and by scaling,

lim sup
t↑∞

Bt√
2t log log t

= 1 a.s.

• ∀ε > 0, (Bt) has (1/2− ε)-Hödler uniform continuity a.s. as mentioned, more precisely, it satisfies
the following:

lim
h→0

sup
s ̸=t;|t−s|≤h

|Bt −Bs|√
2|t− s| log(1/|t− s|)

= 1.

[Construction of Brownian motions]　 It is well-known that there are 3 ways, however, we give
the simplest way.

It is enough to show the case of t ∈ [0, 1]. Because the case of [0, T ] is the same, and by the uniqueness
it is possible to extend to [0,∞). LetD =

⋃
n≥1{k/2n; k = 0, 1, . . . , 2n} be the family of all binary rational

numbers in [0, 1].
First, by using Kolmogorov’s Extension Theorem to the probability space on R∞, a probability

P0 can be constructed on RD (3 w = w(t) : D] → R is a function) such that the every finite dimensional
distribution of Xt(w) = w(t) is the same as the Brownian motion.

Furthermore, it is possible to show that (Xt) satisfies the conditions of the following Kolmogorov’s

Continuity Theorem. Hence, (Xt) is uniform continuous on D a.s., and X̃t = limr↓t;r∈DXr is contin-

uous. Thus, Bt = X̃t is the desired one.

Theorem 2.3 (Kolmogorov’s Continuity Theorem) (1) In general, a stochastic process
{Xt}t∈D which is in a Banach space (B, ‖ · ‖) satisfies

∃C,α, β > 0;E‖Xt −Xs}α ≤ C|t− s|1+β ,

then Xt is uniform continuous on D a.s.
(2) If {Xt}t∈[0,1] satisfies the above inequation for ∀s, t ∈ [0, 1], then there exists a continuous modi-

fication {X̃t}t∈[0,T ] uniquely, and it is γ-Hölder uniform continuous a.s. for ∀γ < β/α; i.e.,

lim
h→0

sup
s ̸=t;|t−s|≤h

‖Xt −Xs‖γ

|t− s|
= 0 a.s.

If readers want to know the proofs of the results in this section, please see the text of stochastic
analysis; “Ito integrals and Stochastic Differential Equations with Jumps”.

Here, we give a several results with respect to characteristic functions, which are needed from the
next section.

Let P(Rd) be a family of all probability measures on Rd, i.e., distributions on Rd.

A characteristic function=c.f.; µ̂(z) :=

∫
Rd

ei⟨z,x⟩µ(dx), and a convolution of µ, ν ∈ P(Rd):

µ ∗ ν(A) :=
∫
Rd

∫
Rd

1A(x+ y)µ(dx)ν(dy) =

∫
Rd

µ(A− y)ν(dy) =

∫
Rd

ν(A− x)µ(dx).

Then, it is easy to see µ̂ ∗ ν(z) = µ̂(z)ν̂(z). The distribution of a sum of independent random variables
is a convolution, i.e., if RV’s X,Y are independent and their distributions are µ, ν, respectively, then the
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dist. of X+Y is µ∗ν. Because the c.f. of X+Y is µ̂ν̂ = µ̂ ∗ ν, i.e., E[ei⟨z,X+Y ⟩] = E[ei⟨z,X⟩]E[ei⟨z,Y ⟩] =
µ̂(z)ν̂(z).

Note that µ ∈ P(Rd) can be expressed by µ̂ (Lévy’s inversion formula, So µ is determined by µ̂
uniquely, that is, if µ̂ = ν̂, then µ = ν (uniqueness theorem).

We also describe the results related with the convergence of characteristic functions and distributions
(for their proofs, see the text “Basics of Probability Theory”).

Theorem 2.4 Let µn, µ ∈ P(Rd). If µn → µ, then µ̂n → µ̂ (uniform on compact sets).

Note that µn → µ
def⇐⇒ ∀f ∈ Cb(R

d), µn(f) :=
∫
fdµn → µ(f).

Theorem 2.5 (Lévy’s Continuity Theorem) Let µn ∈ P(Rd). If ∃φ; µ̂n → φ (pointwise) and φ
is continuous at the origin, then ∃µ ∈ P(Rd); φ = µ̂, µn → µ, Moreover, µ̂n → µ̂ (uniform on compact
sets).

Corollary 2.1 (Glivenko’ Theorem) Let µn, µ ∈ P(Rd). If µ̂n → µ̂ (pointwise), then µn → µ.



Lévy Processes (S. Hiraba) 11

3 Lévy Processes and Infinitely Divisible Distributions

The distribution of a Lévy process has a property of infinitely divisible. By this property as a character-
izing the characteristic function, it is possible to give the Lévy-Khintchine formula.

3.1 Infinitely divisible distributions

Let P(Rd) be a family of all probability measures on Rd, i.e., distributions on Rd.

Definition 3.1 µ ∈ P(Rd) is an infinitely divisile distribution if ∀n ≥ 2, ∃µn ∈ P(Rd) : µ =
µn∗n , i.e., µ̂ = µ̂n

n
. The family of all these distributions is denoted as I(Rd).

This is equivalent to that if we denote the characteristic function of µ as µ̂, then ∀n ≥ 2, µ̂1/n is a
characteristic function, where n-root of µ̂; µ̂1/n is determined by the following.

A uniform distribution and a binary distribution are not infinitely divisible. An infinitely divisible
distribution with a bounded support is only a δ distribution.

In the following, we give several properties of infinitely divisible distributions.
· If µ ∈ I(Rd), then µ̂ 6= 0.
(Pr.) By the definition; µ̂n

n
= µ̂,

φ(z) := lim
n→∞

|µ̂n(z)|2 = lim
n→∞

|µ̂(z)|2/n = 1{µ̂(z) ̸=0}.

If we set µ−(dx) := µ(−dx): a dual of µ, µ2 := µ ∗ µ−: a symmetrization of µ, then µ̂− = µ̂(−·) = µ̂,
µ̂2 = |µ̂|2. By µ̂(0) = 1 and the continuity of µ̂, we have φ = 1 on a neighborhood of z = 0. Hence, by
Lévy’s continuity theorem, φ is also a characteristic function, and thus, it is continuous on Rd. So φ ≡ 1
and µ̂ 6= 0.

· For each µ ∈ I(Rd), ∃1f(z) : Rd → C: continuous; f(0) = 0, µ̂(z) = ef(z), and ∀n ≥ 2, ∃1gn(z) :
Rd → C: continuous; gn(0) = 1, gn(z)

n = µ̂(z). From now on, we denote as f = log µ̂, gn = µ̂1/n

(gn = ef/n). By these we can define µ̂t = exp[t log µ̂] and when this is a characteristic function (it is

actually true), denote the distribution as µt∗. Then µ̂t∗ = µ̂t holds.
(Pr.) We can show in more general by changing µ̂ to φ : Rd → C;φ 6= 0, φ(0) = 1. Fix any z ∈ Rd

and for t ∈ [0, 1], we choose a branch hz(t) = log |φ(tz)| + i argφ(tz) of a complex function φ(tz) such
that hz(t) is continuous and hz(0) = 0. hz(t) is unique and argφ(tz) is a chosen argument such that it
is continuous and 0 if t = 0. We define f(z) = hz(1) = log |φ(z)| + i argφ(z) and show the continuity
of this. Fix z0, and for z 6= z0, let wz(t) : [0, 3] → 4(0, z0, z) be continuous such that wz(t) = 0, z0, z, 0
if t = 0, 1, 2, 3 and having the triangle graph of 0, z0, z. Since {φ(tz0); t ∈ [0, 1]} is compact and φ 6= 0,
ii has a positive distance to 0. If z → z0, then max0≤t≤1 |φ(tz) − φ(tz0)| → 0. hence, ∃U(z0): a nbd of
z0;

∀z ∈ U(z0), the rotation number of the closed curve {φ(wz(t)); t ∈ [0, 3]} around of the origin is 0.
Thus, argφ(wz(3)) = 0. Therefore, Im f(z) = argφ(z) = argφ(wz(2)) (∀z ∈ U(z0)) で and if z → z0,
then Im f(z) → Im f(z0). The continuity of Re f(z) is clear. So f(z) is continuous. On the other hand,

if f̃(z) is continuous; f̃(0) = 0, ef̃(z) = φ(z), then by the uniqueness of hz, we have hz(t) = f̃(tz) and

f̃(z) = hz(1) = f(z). Moreover, for n-root gn of µ̂, it is a similar.

· For µ ∈ I(Rd), the distribution µn such that µ = µn∗n is unique and satisfies µ̂n = µ̂1/n, That is,
µn = µ1/n∗.

(Pr.) By µ̂ 6= 0 and the result in the above proof, it is clear.

· µn ∈ I(Rd) → µ =⇒ µ ∈ I(Rd).
(Pr.) For ∀k ≥ 2, it is enough to show µ̂1/k is also a c.f. . We first show µ̂ 6= 0. µ̂n → µ̂ implies

|µ̂n|2/k → |µ̂|2/k. Since |µ̂n|2/k = |µ̂1/k
n |2 is a char.ft and |µ̂|2/k is continuous, this is also a char.ft. Hence,

the distribution with the c.f. |µ̂|2 is in I(Rd). Thus, µ̂ 6= 0. Therefore, as in the above, µ̂1/k exists

uniquely and it is continuous. By µ̂n → µ̂, µ̂n
1/k → µ̂1/k. Hence, µ̂1/k is also a c.f.

· If µ1, µ2 ∈ I(Rd), then µ1 ∗ µ2 ∈ I(Rd).
(Pr.) By µ1 = (µ1,n)

n∗, µ2 = (µ2,n)
n∗, we have µ1 ∗ µ2 = (µ1,n ∗ µ2,n)

n∗.

· If µ ∈ I(Rd), then ∀t ≥ 0, µt∗ is defined and µt∗ ∈ I(Rd).
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(Pr.) By µ̂1/m = (µ̂1/(mn))n ∈ I(Rd), µ̂n/m ∈ I(Rd). Letting rn ∈ Q+ → t > 0, we have
µ̂rn → µ̂t, and since µ̂t is continuous, ∃1µt ∈ P(Rd); µ̂t = µ̂t. Therefore, µt∗ ∈ I(Rd).

Theorem 3.1 Let (Xt) be a Lévy process in law. The distribution of Xt is µt = P ◦X−1
t ∈ I(Rd)

and if it is denoted as µ1 = µ, then µt = µt∗. On the other hand, if µ ∈ I(Rd), then ∃(Xt): a Lévy process

in law such that Xt
(d)
= µt∗ and this is unique except equivalence in law, that is, if (Yt) satisfies the same

conditions, then it is equivalent to (Xt) in law, i.e., they have the same finite-dimensional distribution;

(Xt1 , Xt2 , . . . , Xtn)
(d)
= (Yt1 , Yt2 , . . . , Ytn).

Proof. For t > 0, set tnk = kt/n. tn0 = 0 and by X0 = 0, Xt =

n∑
k=1

(Xtnk
−Xtnk−1

), and independent

increments and time homogeneity imply µt ∈ I(Rd). By X1
(d)
= µ = µ1 ∈ I(Rd), X1/n

(d)
= µ1/n = µ1/n∗

and Xm/n
(d)
= µm/n∗. Hence, approximating by rational numbers, we have ∀t > 0, Xt

(d)
= µt∗.

On the inverse, in order to show the existence of Lévy process in law corresponding to µ ∈ I(Rd), we
use the following Kolmogorov’s Extension Theorem. For 0 ≤ t1 < t2 < · · · < tn, Bk ∈ B1, k = 1, 2, . . . , n,
we define

µt1,...,tn(B1 × · · · ×Bn)

:=

∫
R

µt1∗(dy1)1B1(y1)

∫
R

µt2−t1∗(dy2)1B2(y1 + y2) · · ·
∫
R

µtn−tn−1∗(dyn)1Bn(y1 + · · ·+ yn).

This satisfies the consistency condition by µs∗ ∗ µt∗ = µs+t∗. Thus, ∃1P : a probability measure on

Ω = (Rd)[0,∞); for Xt(ω) := ω(t), Xt
(d)
= µt∗. Moreover,

E
[
ei

∑n
k=1⟨zk,Xtk

−Xtk−1
⟩
]
=

n∏
k=1

∫
R

ei⟨zk,yk⟩µtk−tk−1∗(dyk) =

n∏
k=1

E
[
ei⟨zk,Xtk

−Xtk−1
⟩
]

and hence, (Xt) has independent increments. (The last equation can be obtained by letting 0 except zk
in the previous equation. Furthermore, the continuity in probability is clear, by the following: as t ↓ 0,

P (|Xt| ≥ ε) → 0 ⇐⇒ µt → δ0 ⇐⇒ µ̂(z)t → 1,

and µ ∈ I(Rd) has no zero point. Finally, if (Yt) satisfies the same conditions, then Xt − Xs
(d)
=

Yt − Ys
(d)
= µt−s∗ and (Xt0 , Xt1 − Xt0 , . . . , Xtn − Xtn−1)

(d)
= (Yt0 , Yt1 − Yt0 , . . . , Ytn − Ytn−1). Hence,

(Xt0 , Xt1 , . . . , Xtn)
(d)
= (Yt0 , Yt1 , . . . , Ytn).

Theorem 3.2 (Kolmogorov’s Extension Theorem) Let Ω = (Rd)[0,∞) 3 ω and Xt(ω) := ω(t).
Let F be a Kolmogorov σ-additive class, i.e., σ-additive class generated by all cylinder sets; C = {Xtk ∈
Bk, k =, 1, . . . , n}. For every 0 ≤ t1 < t2 < · · · < tn, distributions µt1,...,tn on B((Rd)n) are given and
satisfy the following consistency condition: For B1, . . . , Bn ∈ B1, if Bk = Rd for one k = 1, 2, . . . , n,
then

µt1,...,tn(B1 × · · · ×Bn) = µt1,...,tk−1,tk+1,...,tn(B1 × · · · ×Bk−1 ×Bk+1 × · · · ×Bn)

Under the above conditions, ∃P : a probability measure on (Ω,F); (Xt1 , . . . , Xtn)
(d)
= µt1,...,tn .

The proof is that on a total family of cylinder sets C, we define Q(C) := µt1,...,tn(B1 × · · · × Bn) for C =
{Xtk ∈ Bk, k =, 1, . . . , n} ∈ C. Then, Q : C → [0, 1]; Q((Rd)[0,∞)) = 1 and satisfies finite additivity. Thus, it is
sufficient to show the continuity at ∅, i.e., if An ∈ C;An ↓ ∅, then Q(An) → 0. (Because, by the extension theorem
of measures, there exists a unique probability measure P on F = σ(C) such that P = Q on C.) On the continuity
at ∅, if we assume Q(An) ↓ δ > 0, then by the regularity of µt1,...,tn , we can take a compact set of B1 × · · · ×Bn

and we can show that
⋂

An ̸= ∅. This contradicts.
For details, see I. Karatzas & S. E. Shreve, “Brownian motions and Stochastic Integrals”, Springer

(1988, 1993).
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3.2 Lévy-Khintchine representations

Theorem 3.3 (LK representation) (Xt) が is a Lévy process if equivalent to that ∀t ≥ 0, the
characteristic function µ̂t(z) := E[ei⟨z,Xt⟩] (i =

√
−1) of Xt has the following Lévy-Khintchine (LK)

representation: µ̂t(z) = etψ(z);

ψ(z) = −1

2
〈Az, z〉++

∫
Rd

(ei⟨z,x⟩ − 1− i〈z, x〉1{|x|<1}ν(dx) + i〈γ, z〉,

where
· A = (ajk)j,k≤d is a non-negative definite symmetric matrix.

This is equivalent to that ∃σ = (σjℓ )ℓ≤m,j≤d; ajk =
∑
ℓ≤m σ

j
ℓσ

k
ℓ (→ the next Question).

· ν = ν(dx) is called a Lévy measure on Rd satisfying that ν({0}) = 0 and∫
Rd

(1 ∧ |x|2)ν(dx) <∞.

· γ = (γj)j≤d ∈ Rd,
This triplet (A, ν, γ) is determined uniquely.

If ν satisfies

∫
|x|≤1

|x|ν(dx) <∞, then ψ(z) = −1

2
〈Az, z〉+

∫
Rd

(ei⟨z,x⟩ − 1)ν(dx) + i〈γ0, z〉, where

γ0 = γ −
∫
|x|<1

xν(dx) and γ0 is called a drift.

Question. Show the above expression of A.
Let U = (ujk) be an orthogonal matrix diagonalizing A, and its eigen valued be λk ≥ 0 (k ≤ d). Since

tUAU = diag (λℓ), i.e., A = Udiag (λℓ)
tU , we have ajk =

∑
ℓ≤d λℓujℓukℓ. If m number of eigen values are

positive, i.e., for ℓ ≤ m, let λkℓ > 0 and for each j ≤ d, set σj
ℓ =

√
λkℓujkℓ . Then we have ajk =

∑
ℓ≤m σj

ℓσ
k
ℓ .

In other words of µ, the above theorem is equivalent to that

µ ∈ I(Rd) ⇐⇒ µ̂(z) = eψ(z)

In the characteristic function of a compound Poisson distribution

ψ(z) = log µ̂(z) = c(σ̂ − 1) = c

∫
Rd

(ei⟨z,x⟩ − 1)σ(dx)

if we set A = 0, ν = cσ and γ = c

∫
|x|<1

xσ(dx), then we have the LK representation.

[Proof of LK representation].
We first show there exists a distribution with this characteristic function φ := eψ and it is an infinitely

divisible distribution.
Let ψn be ψ without jumps of |x| ≤ 1/n. Then φn = eψn is a characteristic function of a convolution

of a Gaussian distribution and a compound Poisson distribution. Hence ∃µn ∈ I(Rd); µ̂n = φn → φ.
Since φ is continuous, ∃1µ ∈ P(Rd); µ̂ = φ. Therefore, µn → µ and µ ∈ I(Rd).

Next, on the uniqueness of the representation, let ψ(z) = logφ(z) have the representation by (A, ν, γ).
Since

1

s2
|ei⟨sz,x⟩ − 1− i〈sz, x〉| ≤ 1

2
|z|2|x|2, → 0 (s→ ∞),

by Lebesgue’s convergence theorem,

lim
s→∞

1

s2
ψ(sz) = −1

2
〈z,Az〉.
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Hence, A is determined by µ and unique. Let ψd(z) = ψ(z) + 〈z,Az〉/2 and set C = [−1, 1]d. It can be
seen that∫

C

(ψd(z)− ψd(z + w))dw =

∫
Rd

ei⟨z,x⟩ρ(dx) with ρ(dx) = 2d

1−
d∏
j=1

sinxj
xj

 ν(dx).

By this and by ρ(dx) ≤ C(1 ∧ |x|2)ν(dx) (→ the next question), ρ is a finite measure and its Fourier
transform is the above equation. Thus, ρ is determined by ψd, that is, ν is determined by µ uniquely.
Therefore, γ is also unique. On the above transform, set D = {|x| < 1}, we have∫

C

(ψd(z)− ψd(z + w))dw =

∫
C

dw

∫
Rd

(ei⟨z,x⟩ − ei⟨z+w,x⟩ + i〈w, x〉1D(x))ν(dx)

and on D by adding and subtracting i〈w, x〉ei⟨z,x⟩, we have

|ei⟨z,x⟩ − ei⟨z+w,x⟩ + i〈w, x〉| ≤ |1− ei⟨w,x⟩ + i〈w, x〉)|+ |i〈w, x〉(ei⟨z,x⟩ − 1)| ≤ 1

2
|w|2|x|2 + |w||z||x|2

Hence, it is possible to change integrals on dw and ν(dx). Furthermore, by

∫
C

(ei⟨z,x⟩ − ei⟨z+w,x⟩ + i〈w, x〉1D(x))dw = ei⟨z,x⟩
∫
C

(1− ei⟨w,x⟩)dw = 2dei⟨z,x⟩

1−
d∏
j=1

sinxj
xj


we can get the desired equation.

Question 3.1 Show that if |x| ≤ 1, then 1−
d∏
j=1

sinxj
xj

≤ C|x|2.

If x > 0, then sin x ≥ x− x3/3!. Hence, it is clear in case of d = 1. In genral cases it holds by the following:

1−
d∏

j=1

sinxj

xj
=

d∑
k=1

(
1− sinxk

xk

) k−1∏
j=1

sinxj

xj

[Proof of the possibility of the representation].
We define a compound Poisson distribution µn by

µ̂n(z) := exp[n(µ̂(z)1/n − 1)] = exp

[
n

∫
Rd\{0}

(eiz·x − 1)µ1/n∗(dx)

]

(note that µ1/n∗({0}) may not be 0, however, it we restrict this to Rd \ {0} and denote as νn, then we
may change them and it is also a compound Poisson). As n→ ∞,

µ̂n(z) = exp[n(en
−1 log µ̂(z) − 1)] = exp[n(n−1 log µ̂(z) + o(1/n)] → µ̂(z)

implies µn → µ. Since µn has a LK-representation, and by after the next convergence theorem, µ has
also a LK representation.

From the above proof, the following holds.

Theorem 3.4 An infinitely divisible distribution are expressed as a limit of a sequence of compound
Poisson distributions.
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In order to treat easily, we introduce the following 2nd LK representation (A, ν, β) : Let θ(x) be a
function on Rd such that which is 1 for |x| ≤ 1, 0 for |x| ≥ 2, and has a graph connected by line segments
between them.

ψ(z) = −1

2
〈Az, z〉+

∫
Rd

(ei⟨z,x⟩ − 1− i〈z, x〉θ(x))ν(dx) + i〈β, z〉.

We simply call an (A, ν, β) representation.
The 1st representation and the 2nd representation are equivalent and it can be rewritten to each

other.

Theorem 3.5 (Convergence theorem of LK representations) If each µn ∈ I(Rd) has an
(An, νn, βn) representations, then for a distribution µ on Rd, µn → µ is equivalent to the following:

µ ∈ I(Rd) has an (A, ν, β) representation and for all bounded continuous functions f such that f = 0
on a neighborhood of the origin,

lim
n→∞

∫
Rd

f(x)νn(dx) =

∫
Rd

f(x)ν(dx).

Moreover, for ∀ε > 0, if a non-negative definite symmetric matrix An,ε is defined by

〈z,An,εz〉 = 〈z,Anz〉+
∫
|x|<ε

〈x, z〉2νn(dx) (∀z ∈ Rd),

then lim
ε↓0

lim sup
n→∞

〈z,An,εz〉 = lim
ε↓0

lim inf
n→∞

〈z,An,εz〉 = 〈z,Az〉. limn→∞ βn = β.

Proof. (⇒) We show if µn has 2nd representation and µn → µ, then µ has also and each coefficients
satisfies the convergence condition. At first, µ ∈ I(Rd), and since µ̂(z) has no zero points, ψ(z) = log µ̂(z)
exists and by the convergence theorem of characteristic functions, we have ψn(z) = log µ̂n(z) → ψ(z)
(uniform on compact sets). Let g(z, x) := ei⟨z,x⟩ − 1− i〈z, x〉θ(x). Then,

ψn(z) = −1

2
〈Anz, z〉+

∫
Rd

g(z, x)νn(dx) + i〈βn, z〉.

If we set ρn(dx) := (1 ∧ |x|2)νn(dx), then it can be shown that

(3.1) sup
n
ρn(R

d) <∞, lim
L→∞

sup
n
ρn(|x| > L) = 0.

This means “tightness” of {ρn} and it is equivalent to be relatively compact in case of probability
measures, however, it also holds in case of finite measures. Hence, ∃{nk}; ρnk

→ ∃ρ: a finite measure.
Let ν(dx) := (1 ∧ |x|2)−11{x ̸=0}ρ(dx) and for ε > 0, if we set

Iε1,n(z) :=

∫
|x|≥ε

g(z, x)(1 ∧ |x|2)−1ρn(dx),

Iε2,n(z) :=

∫
|x|<ε

(g(z, x) +
1

2
〈z, x〉2)(1 ∧ |x|2)−1ρn(dx),

then

ψn(z) = −1

2
〈An,εz, z〉+ Iε1,n(z) + Iε2,n(z) + i〈βn, z〉.

In the following, n is nk, and letting n → ∞ (i.e., k → ∞) and for ρ-continuous ε > 0, i.e., ρ(|x| =
ε) = 0 (precisely, this means {|x| < ε} is a ρ-continuous set.) letting ε ↓ 0, it holds

(3.2) Iε1,n(z) −−−−→
n→∞

∫
|x|≥ε

g(z, x)ν(dx) −−→
ε↓0

∫
Rd

g(z, x)ν(dx).

On the other hand, for ∀z, since
∣∣g(z, x) + 〈z, x〉2/2

∣∣(1 ∧ |x|2)−1 ≤ |z|3|x|/3! → 0 if |x| < ε → 0, then by
supn ρn(R

d) <∞, we have
lim
ε↓0

sup
n

|Iε2,n(z)| = 0.
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Hence, by dividing ψn(z) to the real part and the imaginary part, we have

lim
ε↓0

lim sup
k→∞

〈z,Ank,εz〉 = lim
ε↓0

lim inf
k→∞

〈z,Ank,εz〉 ∈ R, lim sup
k→∞

〈βnk
, z〉 = lim inf

k→∞
〈βnk

, z〉 ∈ R

and each can be expressed by ∃A; 〈z,Az〉, ∃β; 〈β, z〉 (→ the next question). These imply ψ(z) has an
(A, ν, β) representation and it is unique. The convergences of coefficients hold for a sub-sequence {nk}
and for ρ-continuous ε. However, the restriction of ε can be omitted by monotonicity of integrals, and
by the uniqueness of the representation of ψ, it holds that for any sub-sequence of {ρn}, there exists a
convergence sub-sequence and the limit is ρ, and hence, this implies ρn → ρ. Therefore, every convergence

of coefficients holds for n. It remains to show (3.1). Set C(h) = [−h, h]d and An = (a
(n)
jk ). We have

−
∫
C(h)

ψn(z)dz =
1

2

∑
j≤d

a
(n)
jj

∫
C(h)

z2j dz −
∫
Rd

νn(dx)

∫
C(h)

g(z, x)dz

=
1

3
2d−1hd+2

∑
j≤d

a
(n)
jj + (2h)d

∫
Rd

1−
d∏
j=1

sinhxj
hxj

 νn(dx) ≥ 0.

For a fixed h > 0, (LHS) → −
∫
C(h)

ψ(z)dz as n→ ∞, and hence, they are bounded. Moreover, by

inf
x

1−
d∏
j=1

sinhxj
hxj

 (1 ∧ |x|2)−1 > 0

(→ the next question), {ρn} is uniform bounded. By the above equation and Question 3.1, as h ↓ 0,

1

(2h)d

∫
C(h)

ψn(z)dz → 0.

Thus, ∀ε > 0, ∃n0, h0;
∀n ≥ n0, ∫

Rd

1−
d∏
j=1

sinh0xj
h0xj

 νn(dx) < ε.

If |x| > 2
√
d/h0, then

∃j0; |xj0 | > 2/h0 and noting that

1−
d∏
j=1

sinh0xj
h0xj

≥ 1−
∣∣∣∣ sinh0xj0h0xj0

∣∣∣∣ ≥ 1− 1

h0|xj0 |
>

1

2
,

we may assume h0 > 0 is sufficiently small and we have

ρn

(
|x| > 2

√
d/h0

)
=

1

2
νn

(
|x| > 2

√
d/h0

)
< ε (n ≥ n0).

Therefore (3.1) is obtained.
(⇐) We show µn → µ from the convergences of coefficients. Let ρn be the same as above and set

ρ(dx) = (1∧|x|2)ν(dx). Let ε > 0 be ρ-continuous and letting ε ↓ 0, by the assumption of the convergence
of νn, we have the convergence of Iε1,n(z); (3.2). Moreover, by the convergences of νn and An,ε, we have
uniform boundedness of ρn, and hence, limε↓0 supn |Iε2,n(z)| = 0. Therefore, by considering the real part
and the imaginary part of of ψn(z), we have ψn(z) → ψ(z), i.e., µ̂n(z) → µ̂(z) and we get the result.

Question 3.2 Show that if a symmetric matrix An is non-negative and ∀z, ∃ lim〈z,Anz〉, then ∃A: sym-
metric and non-negative; lim〈z,Anz〉 = 〈z,Az〉.

Question 3.3 Show

inf
x

1−
d∏
j=1

sinhxj
hxj

 (1 ∧ |x|2)−1 > 0 (h > 0) and
1

(2h)d

∫
C(h)

ψn(z)dz → 0 (h ↓ 0).

(Let d = 1. Use if x > 0, then sin x ≤ x− x3/3! + x5/5! and consider |x| < 1,≥ 1.)
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4 Important Examples of Lévy Processes

We gave basic examples in §2. in this section we describe stable processes and L-processes (self-
decomposable processes) as important examples.

4.1 Stable processes and stable distributions

A strictly stable process with exponent 0 < α ≤ 2 is considered as an extension of a Brownian motion to

a Lévy process. This has the same type scaling property as a Brownian motion That is, Xt
(d)
= t1/αX1.

If α = 2, then it is a Gaussian process with mean 0. Moreover, adding a drift, it is simply called a
stable process. Their distributions of each time points are called a strictly stable distribution, a stable
distribution respectively.

Definition 4.1 A stochastic process (Xt)t≥0 on Rd is called a stable process if it is a Lévy process
and satisfies that ∀a > 0, ∃b > 0, c ∈ Rd; (Xat) and (bXt + ct) are equivalent in law, i.e., they have the
same finite-dimensional distributions. Moreover, if it can be taken as c = 0, then it is called a strictly
stable process.

Furthermore, the distribution of X1 is called as a stable, strictly stable distribution, respectively.

If Xt = γt a.s., then it is called as a trivial Lévy process. Obviously, this is a strictly stable process.
If a stable process is a non-trivial Lévy process, then it is called a non-trivial stable process.

Theorem 4.1 A non-trivial Lévy process (Xt)t≥0 on Rd is a stable process ⇐⇒ ∀t > 0, ∃1at >

0, bt ∈ Rd; Xt
(d)
= atX1+ bt, i.e., µ̂(z)

t = µ̂(atz)e
ibt·z. Moreover, if it can ge taken as bt = 0 for all t > 0,

then it is equivalent to that it is a strictly process.

Proof. Since ∀a > 0, ∃b > 0, ∃c ∈ Rd; (Xat) and (bXt + ct) are equivalent in law, letting t = 1, a = t,

it is clear that ∀t > 0, ∃at, bt;Xt
(d)
= atX1 + bt. The uniqueness follows from that for a non constant RV

X, letting aX + b
(d)
= ãX + b̃, we have a = ã, b = b̃. In fact, let aX + b

(d)
= X and it is enough to show

a = 1, b = 0. (because if ã 6= 0, then ã−1(aX + b − b̃)
(d)
= X). If X1, X2 are indep. and

(d)
= X, then

a(X1 −X2) = (aX1 + b) − (aX2 + b)
(d)
= X1 −X2. Thus, ∀n ≥ 1, an|X1 −X2|

(d)
= |X1 −X2|. If a 6= 1,

then X1 −X2
(d)
= 0 and this implies X is a constant a.s. This contradicts. (→ the next question). Hence,

a = 1. Moreover, we have X
(d)
= X + nb (∀n). This implies b = 0 (→ the next question).

About the inverse, for ∀a > 0, By Xa
(d)
= aaX1 + ba, letting b = aa, c = ba, we have Xa

(d)
= bX1 + c,

and (Xat), (bZt + ct) are both Lévy processes and they have the same distribution at t = 1. Hence, they
are equivalent in law, and therefore, it is a stable process. For the strictly stable, it is obvious.

Question 4.1 Show that if X1, X2 are indep. and X1 −X2
(d)
= 0, then X1 = X2 =const. a.s.

Show that X
(d)
= X + nb (∀n) implies b = 0.

(Ans.) By P (X1 − X2 = 0) = 1, X1 = X2 a.s. and they have the same distribution µ. The
characteristic function of X1 −X2 is |µ̂(z)|2 = 1 and the following give the desired result.

· |µ̂| = 1 (on a nbd of the origin), then ∃γ ∈ Rd;µ = δγ
In fact, it is enough to show the case of d = 1. For z ̸= 0 in a nbd of the origin, ∃γz; µ̂(z) = eiγz . Thus, the

support of µ is in x = (γz + 2nπ)/z. If the support has two points x1 ̸= x2 at least, then |x1 − x2| ≥ 2π/|z|.
However, this contradicts.

In case of X
(d)
= X + nb (∀n), if we assume b 6= 0, then by taking a small set ∃A; δ := P (X ∈ A) > 0.

Therefore, we have 1 ≥ P (X ∈
⋃
n≥1(A+ nb)) =

∑
n≥1 P (X ∈ A+ nb) = ∞ · δ = ∞. This contradicts.

Hence, b = 0.

Theorem 4.2 (Existence of Exponent of Stable Process) If (Xt) is a non-trivial stable pro-

cess, then ∃1α ∈ (0, 2]; ∀t > 0, ∃1bt ∈ Rd; Xt
(d)
= t1/αX1 + bt, i.e., µ̂(z)

t = µ̂(t1/αz)eiz·bt .
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If (Xt) is a non-zero strictly stable process, then ∃1α ∈ (0, 2]; ∀t > 0, Xt
(d)
= t1/αX1, i.e., µ̂(z)t =

µ̂(t1/αz).

Definition 4.2 The exponent 0 < α ≤ 2 in the above theorem is called an exponent of a non-trivial
stable process or a non-zero strictly stable process, respectively.

An exponent of a stable distribution except δ-distribution, or a strictly stable distribution except δ0, is
defined by the corresponding exponent of a stable process or a strictly stable process.

Note that for a non-zero trivial strictly stable process the exponent is 1, however, the exponent as a
stable process is not defined.

a Brownian motion on Rd is a strictly stable with an exponent 2, and a non constant Gauss process
is a stable with an exponent 2.

[Proof of Theorem 4.2].
We first show the existence of an exponent for a strictly stable process (Yt). Let η = P ◦ Y −1

1 . Since

for ∀t > 0, ∃1at > 0; Yt
(d)
= atY1, we have η̂(z)t = η̂(atz). For s > 0,

η̂(astz) = η̂(z)st = (η̂(z)t)s = η̂(atz)
s = η̂(asatz).

By the uniqueness we have ast = asat and a1 = 1. moreover, the continuity of at in t > 0 can be shown.
Hence, ∃β; at = tβ (see the next question), Moreover, β > 0 can be also shown. Hence, we may set
α := 1/β. The uniqueness of at implies the uniqueness of α.

On the continuity of at, if we let tn → t, then η̂(atnz) = η̂(z)tn → η̂(z)t = η̂(atz). If an → 0, then
η̂(z)t = η̂(0) = 1 and Y = 0 a.s. This contradicts Y 6= 0 a.s. If an → ∞, then η̂(z) = η̂(a−1

tn z)
tn →

η̂(0)t = 1, and this contradicts. If atn → a ∈ (0,∞), then we have η̂(az) = η̂(z)t = η̂(atz) and a = at
by the uniqueness. Therefore, we see the continuity and 0 < at < ∞ (more precisely, if we consider
lim sup, lim inf and take sub-sequences with the same limits respectively, then all the above hold for these
sub-sequences. Hence, both limits are the same as at ∈ (0,∞)). Moreover, we have at = tβ . If β < 0,
then at → ∞ as t ↓ 0 and this contradicts as above. If β = 0, then at = 1, η̂(z)t = η̂(z) and by letting
t ↓ 0 we have η̂(z) ≡ 1, this contradicts. Thus, β > 0. Therefore, we can set α := 1/β.

In case of a stable process (Xt), by considering the symmetrization Yt = Xt − X̃t, where X̃t
(d)
= Xt

and indep. of Xt, the previous theorem implies ∀t > 0, ∃1at > 0, bt ∈ Rd; Xt, X̃t
(d)
= atX1 + bt and they

are non-trivial. Hence, (Yt) is a non-zero strictly stable process. Therefore, the desired result is obtained

as follows; Let X1
(d)
= µ, Y1

(d)
= η. We have η̂(z) = |µ̂(z)|2 and

|µ̂(z)|2t = η̂(z)t = η̂(t1/αz) = |µ̂(t1/αz)|2.

Hence, ∃b̃t ∈ Rd; µ̂(z)t = eiz·b̃t µ̂(t1/αz) and the uniqueness of bt in the previous theorem implies b̃t = bt.
It remains to show α ≤ 2. Let (A, ν, γ) be a triplet of µ and we define νt by νt(dx) := ν(t−1/αdx).

Since the c.f.s of t1/αX1 + bt and Xt are the same, we have

tA = t2/αA, tν = νt

(we also have t1/αγ+ bt = tγ, i.e., bt = (t− t1/α)γ). Hence, if α 6= 2, then A = 0. Moreover, if α > 2,then
by 1− 2/α > 0, x = t−1/αx′ and ν(t−1/αdx) = νt(dx) = tν(dx), we have ∀a > 0,∫

|x|<a
|x|2ν(dx) = t−2/α

∫
|x|<t1/αa

|x|2ν(t−1/αdx) = t1−2/α

∫
|x|<t1/αa

|x|2ν(dx) → 0 (t ↓ 0).

Thus, ν = 0. That is, X1 = b1 + γ and this contradicts Xt is non-trivial. Therefore, α ≤ 2.

Question. Show that if at > 0 is continuous in t > 0 and satisfies ast = asat and a1 = 1, then
∃β; at = tβ .

Let β := log ae, i.e., e
β = ae.

∀t > 0, atn = an
t and at1/n = a

1/n
t by an

t1/n
= at. Hence, ∀r ∈ Q, atr = ar

t . The

continuity implies ∀x ∈ R, atx = ax
t . Set e

x = t, then at = aex = ax
e = eβx = eβ log t = tβ .

The following result can be shown by using the notion of “type equivalence”. However in this text, we
omit the proof.
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Theorem 4.3 ∃(Sn): a partial sum of i.i.d. RVs {Zk}, i.e., a RW (random walk), If ∃an > 0, bn ∈
Rd; anSn+bn → µ in law, then µ is a stable distribution. On the other hand, the inverse holds, i.e., if µ is

stable, then it is a limit distribution of the above form, more exactly, let Zk
(d)
= µ, then ∃an > 0, bn ∈ Rd;

anSn + bn
(d)
= µ.

In the next, we consider the representations of characteristic functions of stable distributions.

Theorem 4.4 (Representation of Stable Distribution) Let µ ∈ I(Rd), 6= δ, with a triplet
(A, ν, γ).

(1) µ is a 2-stable distribution ⇐⇒ ν = 0.

(2) Let 0 < α < 2. µ is an α-stable distribution ⇐⇒ A = 0, ∃1λ(dξ) 6= 0: a finite measure on
S = Sd−1;

ν(dx) =

∫
S

λ(dξ)

∫ ∞

0

1dx(rξ)r
−1−αdr.

That is, µ has the following 1st representation: µ̂(z) = etψ(z);

ψ(z) =

∫
S

λ(dξ)

∫ ∞

0

(
ei⟨z,rξ⟩ − 1− i〈z, rξ〉1(0,1)(r)

)
r−1−αdr + i〈γ, z〉.

Moreover, it has the following 2nd representation: For z = |z|ζ ∈ Rd,

in case of α 6= 1,

ψ(z) = −|z|α
∫
S

(
1− tan

πα

2
sgn 〈ζ, ξ〉

)
|〈ζ, ξ〉|αλ(dξ) + i〈γ0, z〉,

in case of α = 1,

ψ(z) = −|z|
∫
S

(
|〈ζ, ξ〉|+ 2

π
〈ζ, ξ〉 log |〈z, ξ〉|

)
λ(dξ) + i〈γ0, z〉.

In these representations λ, γ, γ0 are unique.

The following is immediately obtained:

Theorem 4.5 (Representation of Strictly Stable Distribution) Let µ ∈ I(Rd), 6= δ0 and 0 <
α ≤ 2.

µ is an α-strictly stable distribution ⇐⇒

(1) If α = 2, then µ is a non δ0 Gaussian distribution with mean 0.

(2) If 0 < α < 2, then µ has the following 1st representation: ∃1λ(dξ): a finite measure on S = Sd−1;
λ 6= 0 if α 6= 1 and satisfying that

(i) in case of 0 < α < 1,

µ̂(z) = exp

[∫
S

λ(dξ)

∫ ∞

0

(
ei⟨z,rξ⟩ − 1− i〈z, rξ〉1(0,1)(r)

)
r−1−αdr

]
,

(ii) in case of 1 < α < 2,

µ̂(z) = exp

[∫
S

λ(dξ)

∫ ∞

0

(
ei⟨z,rξ⟩ − 1− i〈z, rξ〉

)
r−1−αdr

]
,
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(iii) in case of α = 1, ∃1γ ∈ Rd;

µ̂(z) = exp

[∫
S

λ(dξ)

∫ ∞

0

(
ei⟨z,rξ⟩ − 1− i〈z, rξ〉1(0,1)(r)

)
r−2dr + i〈γ, z〉

]
and (λ = 0 is possible) ∫

S

ξλ(dξ) = 0, λ(S) + |γ| > 0.

Moreover, it also has the 2nd representation which is the same as the 2nd representation of a
stable distribution and satisfying the following:

• In case of α 6= 1, γ0 = 0 (λ 6= 0).

• In case of α = 1,

∫
S

ξλ(dξ) = 0, |γ0|+ λ(S) > 0.

[Proof of Theorem 4.4]. Let µ be an α-stable dist,, Xt be a stable process corresponding to it. As
in the proof of the existence of an exponent, We know that tA = t2/αA, tν = νt (νt(dx) = ν(t−1/αdx)),
and if α = 2, then ν = 0, if α < 2, then A = 0. Let

λ(dξ) := αν((1,∞)dξ)

on S = Sd−1. It is a finite measure and let ν′ be given by the RHS of (2) in the theorem by using the
above λ, i.e.,

ν′(dx) =

∫
S

λ(dξ)

∫ ∞

0

1dx(rξ)r
−1−αdr.

Then ν′ = ν holds. In fact, for ∀a > 0, C ∈ B(S), by a−αν(dx) = νa−α(dx) = ν(adx), we have

ν′((a,∞)C) = λ(C)

∫ ∞

a

r−1−αdr =
1

α
a−αλ(C) = a−αν((1,∞)C) = ν((a,∞)C).

Since λ is determined by ν, it is unique, and γ, γ0 are so, too. The inverse is also clear.
On the 2nd representation, it is possible to get by using the following:∫ ∞

0

(eir − 1)r−1−αdr = Γ(−α)e−iπα/2 (0 < α < 1).∫ ∞

0

(eir − 1− ir)r−1−αdr = Γ(−α)e−iπα/2 (1 < α < 2).∫ ∞

0

(eizr − 1− izr1(0,1)(r))r
−2dr = −π

2
z − iz log z + icz (z > 0),

where

c =

∫ ∞

1

sin r
dr

r2
+

∫ 1

0

(sin r − r)
dr

r2
.

On the last equations of the above proof if 0 < α < 1, then by∫ ∞

0

(e−ur − 1)r−1−αdr =

∫ ∞

0

drr−1−α
∫ u

0

(−re−tr)dt = −
∫ u

0

dt tα−1

∫ ∞

0

s(1−α)−1e−sds

= −α−1Γ(1− α)uα = Γ(−α)uα, for w ∈ C; 6= 0,Rew ≤ 0, we have∫ ∞

0

(ewr − 1)r−1−αdr = Γ(−α)(−w)α

with branching (−w)α = |w|αeiα arg(−w) ; arg(−w) ∈ (−π, π). In fact, both sides are regular on Rew < 0,
continuous on Rew ≤ 0, w 6= 0, equal for negative numbers, and hence, on Rew ≤ 0, w 6= 0. Thus, we
have the 1st equation. On the 2nd equation, by integration by parts it is reduced to the 1st one. On the
last equation, by

∫∞
0
r−2(1− cos r)dr = π/2, it can be calculated directly.

Theorem 4.6 (Xt) is a rotation invariant α-stable process (0 < α ≤ 2) ⇐⇒ ∃c > 0;E[ei⟨z,Xt⟩] =

e−tc|z|
λ

. Moreover, if α < 2, then λ is an uniform measure on S.
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4.2 L- processes (self-decomposable processes) and L-distributions

As an extension of a stable process, it is called a self-decomposable process, or L-process.

Definition 4.3 (Xt) is a self-decomposable process), or an L-process
def⇐⇒ (Xt) is a d-

dimensional Lévy process and ∀c ∈ (0, 1), ∃(Yt), (Zt): d-dimensional Lévy processes on ∃(Ω′,F ′, P ′):
a probability space; (Yt)⊥⊥(Zt), (Yt) = (cXt) in law, (Yt + Zt) = (Xt) in law.

In this case the distribution of X1 is called a self-decomposable distribution or an L-
distribution. It is equivalent to the above with t = 1. That is, ∀c ∈ (0, 1), ∃ρc, ηc ∈ I(Rd); ρc⊥⊥ η,
ρ̂c(z) = µ̂(cz), µ = ρc ∗ ηc.

Note. If µ is an L-dist., then ∀t > 0, µt∗ is so, too.

Lemma 4.1 (Xt) is an L-process, i.e., X1
(d)
= µ is an L-distribution ⇐⇒ ∀c ∈ (0, 1), ∃ηc ∈

I(Rd); µ̂(z)/µ̂(cz) = η̂c(z). ⇐⇒ Let µ ↔ (A, ν, γ). For r > 0, set N(r, dξ) := ν((r,∞)dξ). ∀B ∈ B(S),
nB(s) := N(e−s, B) is convex in s ∈ R.

Proof. The first equivalence is clear by Z1
(d)
= ηc, and on the inverse, let (Zt) be a Lévy process

corresponding to ηc ∈ I(Rd). Note that (Yt) is determined by µ̂(cz).

On the later half equivalence, let µ be an L-distribution and let ψ(z) = log µ̂(z). By X1
(d)
= Y1 + Z1,

Y
(d)
= cX1、Y1 ⊥⊥Z1, the log-characteristic function of Z1 is ψc(z) = ψ(z) − ψ(cz). Therefore, It is

enough to show that µ is an L-dist. ⇐⇒ ηc ∈ I(Rd), and in order to it we may show η̂c = eψc has an
LK-representation. Let Ac = (1 − c2)A, νc(dx) : ν(dx) − ν(c−1dx). Then ∃γc ∈ Rd; ψc ↔ (Ac, νc, γc).
Hence, ηc ∈ I(Rd) is equivalent to νc ≥ 0, i.e., ν(E)− ν(c−1E) ≥ 0 (∀E ∈ B(Rd \ {0}). Moreover, this is
equivalent to the following: for any fixed B ∈ B(S), let n(s) = nB(s) and for ∀u > 0, n(s+ u)− n(s) ≥
n(s+ u+ log c)− n(s+ log c). Furthermore, this is equivalent to the condition given in the theorem (→
the next question. Note that log c < 0 for c ∈ (0, 1)).

Question. Show the equivalences in the above proof, that is, ν(E)−ν(c−1E) ≥ 0 (∀E ∈ B(Rd \{0})
⇐⇒ For any fixed B ∈ B(S), letting n(s) = nB(s), for

∀s ∈ R, ∀u > 0, c ∈ (0, 1), n(s + u) − n(s) ≥
n(s+ u+ log c)− n(s+ log c). ⇐⇒ ∀B ∈ B(S), nB(s) := N(e−s, B) is convex in s ∈ R.

Theorem 4.7 (Representation of L-process) (Xt) is an L-process ⇐⇒ For a Lévy measure ν
of X1,

∃λ(dξ): a finite measure on S, ∃kξ(r) ≥ 0: measurable in ξ ∈ S, non-increasing right-continuous
in r > 0, kξ(0+) > 0;

ν(dx) =

∫
S

λ(dξ)

∫ ∞

0

1dx(rξ)
kξ(r)

r
dr.

Proof. Let (Xt) be an L-process. Then by the above lemma, ∀B ∈ B(S), N(e−s, B) is convex in
s ∈ R. Since N(r,B) = ν((r,∞)B) is non-increasing in r > 0, if we let

λ(B) := −
∫ ∞

0

(1 ∧ r2)dN(r,B) =

∫
(0,∞)B

(1 ∧ |x|2)ν(dx),

then λ is a finite measure on S, and for every r > 0, λ(dξ) � N(r, dξ). Thus, for each s ∈ R, ∃Hξ(s):
non-negative measurable ft of ξ and N(e−s, dξ) = Hξ(s)λ(dξ). Since the LHS is non-decreasing and
convex in s, for any s1 < s2, p ∈ (0, 1) and for λ-a.a.ξ,

Hξ(s1) ≤ Hξ(s2), Hξ(ps1 + (1− p)s2) ≤ pHξ(s1) + (1− p)Hξ(s2).

Hence, we may assume for λ-a.a.ξ, Hξ(s) is non-decreasing and convex in s. More exactly, we can take
a such version. In fact, ∃C1 ∈ B(S);λ(Cc1) = 0, and we may assume that for ∀ξ ∈ C1, for all rational
numbers s1 < s2, p ∈ (0, 1), Hξ(s) satisfies the above inequality. Thus, let

H̃ξ(s) := sup
r∈(−∞,s)∩Q

Hξ(r).



Lévy Processes (S. Hiraba) 22

Then this is measurable in ξ, and satisfies the above conditions and N(e−s, dξ) = H̃ξ(s)λ(dξ). Hence,
∃C2 ⊂ C1;C2 ∈ B(S) and ∀ξ ∈ C2, H̃ξ(−∞) = 0. Let

hξ(u) := lim
n→∞

n(H̃ξ(u)− H̃ξ(u− 1/n)).

Then this is left-continuous, measurable in ξ and

H̃ξ(s) =

∫ s

−∞
hξ(u)du.

Moreover, set C = {ξ;hξ ≡ 0}, C3 = C2 \ C, then for ξ ∈ C3, hξ(∞) > 0 and

ν((0,∞)C) = lim
s→∞

N(e−s, C) = lim
s→∞

∫
C

H̃ξ(s)λ(dξ) = 0

Hence,

ν((r,∞)B) = N(r,B) =

∫
B∩C3

H̃ξ(log r)λ(dξ)

=

∫
B∩C3

λ(dξ)

∫ log r

−∞
hξ(u)du =

∫
B

λ(dξ)

∫ ∞

r

hξ(− log v)
dv

v
.

If we define kξ(v) := hξ(− log v) if ξ ∈ C3, then this is measurable in (ξ, v), non-increasing right-continuous
in v, and kξ(0+) = hξ(∞) > 0. Moreover, set kξ(v) ≡ 1 outside of C3. Then this satisfies the desired
result.

The inverse is clear.
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5 Lévy Processes and Distributions

In this section, we first show that a Lévy process in law is equivalent to a Lévy process. Moreover, we
give some sufficient conditions for absolute continuity of the distributions.

5.1 Lévy Processes in law

The following result holds for a general Markov process which is continuous in probability, however, we
arrange ti to a Lévy process. (On a case of a Markov process, we describe at the end of this section.)

Theorem 5.1 Let (Xt) be a Lévy process and X1
(d)
= µ. For ε > 0, let

αε(t) := P (|Xt| ≥ ε) = P (|Xt+s −Xs| ≥ ε) (∀s ≥ 0).

(1) By the continuity in probability of (Xt),
∀ε > 0, limt↓0 αε(t) = 0 and by this (Xt) has a D version,

i.e., ∃(Yt) sis a D process and equivalent to (Xt). Moreover, ∀t > 0, P (Yt− = Yt) = 1 holds. (This
immediately follows from the continuity in probability of (Xt), and of (Yt)).

(2) If (Xt) is a Gaussian process, then ∀ε > 0, limt↓0 t
−1αε(t) = 0 holds. By this (Xt) has a C version.

Proof. (1) Let α̃ε(t) := sups∈[0,t] αε(s) and I ⊂ [a, b] ⊂ [0,∞). Moreover, set

B(p, ε, I) = {Xt has p number of ε-oscillations (at least) in I}

That is, this is an event of that there exist p+1 number of increasing time points tj ∈ I (j = 1, . . . , p+1)
such that |Xtj+1 −Xtj | ≥ ε.

(Outline of Proof) The essentials of the proof are that if at a time point, Xt does not have a
right-hand-limit or a left-hand-limit, then there exist an ε0 > 0 such that on a nbd of the time point, it
has infinitely many ε0- oscillations ( 1○), and an inequality obtained by the independent increments ( 2○).

1○ Let AN,k be an event of that Xt has finite number of 1/k-oscillations in t ∈ [0, N ] ∩Q. Then it
holds that ⋂

N,k≥1

AN,k ⊂ {∀t ≥ 0, ∃Xt+ ∈ Rd, ∀t > 0, ∃Xt− ∈ Rd} =: Ω1

2○ For n > p ≥ 1 and let a ≤ t1 < · · · < tn ≤ b, I = {t1, . . . , tn}, the independent increments implies

P (B(p, 4ε, I)) ≤ (2α̃ε(b− a))p.

By this and the assumption of αε(t) → 0 (t ↓ 0), we have
3○ ∀N, k ≥ 1, P (AcN,k) = 0, and hence, P (Ω1) = 1. By the continuity in probability of (Xt), it can be

shown Yt := Xt+ is a D version of (Xt).

(Detailed Proof)
1○ We consider the complements. If there is no point t ≥ 0;Xt+ ∈ Rd, then there is no tn ↓ t; limXtn ,

that is,
∃k0 ≥ 1; ∀j, ∃nj ,mj ≥ j; |Xtnj

−Xtmj
| ≥ 1/k0.

Moreover, a sub-sequence {tnj
} can be taken such that

|Xtnj+1
−Xtnj

| ≥ 1/k0.

Clearly, this implies (Xt) has infinitely many 1/k0-oscillations in {tnj
}.

2○ can be shown by the induction on p. Recall I = {t1, . . . , tn} ⊂ [a, b], 1 ≤ p < n. When p = 1, let
Ck be an event of that |Xtj −Xa| is larger than or equal to 2ε first at j = k, i.e.,

Ck = {|Xtk −Xa| ≥ 2ε, |Xtj −Xa| < 2ε, j = 1, 2, . . . , k − 1}
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and let Dk = {|Xb −Xtk | ≥ ε}. Then Ck are mutually disjoint and it holds that

B(1, 4ε, I) ⊂
n⋃
k=1

{|Xtk −Xa| ≥ 2ε} =

n⋃
k=1

Ck ⊂ {|Xb −Xa| ≥ ε} ∪
n⋃
k=1

(Ck ∩Dk).

The first inclusion is clear by complements, and the last one comes from

Ck ∩Dc
k ⊂ {|Xtk −Xa| ≥ 2ε, |Xb −Xtk | < ε} ⊂ {|Xb −Xa| ≥ |Xtk −Xa| − |Xb −Xtk | > ε}.

Independent increments implies

P (B(p, 4ε, I)) ≤ P (|Xb −Xa| ≥ ε) +

n∑
k=1

P (Ck)P (Dk)

≤ P (|Xb−a −X0| ≥ ε)) +

n∑
k=1

P (Ck)P (|Xb−tk −X0| ≥ ε)

≤ αε(b− a) + P (

n⋃
k=1

Ck)α̃ε(b− a) ≤ 2α̃ε(b− a)

Next we assume the desired inequality holds for p (≥ 1).
· Let Ek be an event of that (Xt) has p number of 4ε-oscillations in {t1, . . . , tk} and does not have

p number of 4ε-oscillations in {t1, . . . , tk−1}.
· Let Fk be an event of that (Xt) has at least 1 number of 4ε-oscillations in {tk, . . . , tn}. Then we

have

B(p, 4ε, I) =

n⋃
k=1

Ek, B(p+ 1, 4ε, I) ⊂
n⋃
k=1

(Ek ∩ Fk).

By P (Fk) ≤ 2α̃ε(b− a) and by using the assumption of the induction and by independent increments,

P (B(p+ 1, 4ε, I)) ≤
n∑
k=1

P (Ek)P (Fk) ≤ 2α̃ε(b− a)

n∑
k=1

P (Ek)

= 2α̃ε(b− a)P (B(p, 4ε, I)) ≤ (2α̃ε(b− a))p+1.

Therefore, the desired inequality is obtained.
3○ Fix ∀N, k ≥ 1. Let ε = 1/(4k) and by the assumption we have ∃ℓ ≥ 1; α̃ε(N/ℓ) < 1/2. Let

tℓ,j := jN/ℓ. Then it holds that

P (AcN,k) = P (Xt has infinitely many number of 1/k-oscillations in [0, N ] ∩Q)

=

ℓ∑
j=1

P (Xt has infinitely many number of 1/k-oscillations in [tℓ,j−1, tℓ,j ] ∩Q )

=

ℓ∑
j=1

lim
p→∞

P (B(p, 1/k, [tℓ,j−1, tℓ,j ] ∩Q) = 0.

In fact, denote [tℓ,j−1, tℓ,j ] ∩Q = {t1, t2, . . . }. Then ∀n ≥ 1,

P (B(p, 1/k, {t1, . . . , tn}) ≤ (2α̃ε(N/ℓ))
p

and by letting n → ∞, p → ∞, we have the above. Therefore, P (Ω1) = 1 and set Yt := Xt+1Ω1
, then it

is right-continuous and has left-hand-limits. Moreover, for ∀t ≥ 0, take rn ∈ Q+, ↓ t, then Xrn → Yt a.s.
and the continuity in probability implies Xrn → Xt in pr. Hence, we have P (Xt = Yt) = 1.

(2) We first assume tαε(t) → 0 (t ↓ 0) and show (Xt) has a C-version. By (1) there exists a D-version
(Yt). Thus, it is enough to show ∀N ≥ 1, P (∀t ∈ (0, N ], Yt = Yt−) = 1.



Lévy Processes (S. Hiraba) 25

Fix ∀ℓ ≥ 1 and for each j = 0, 1, . . . , ℓ, set tℓ,j := jN/ℓ. Fix ∀ε > 0 and let Mε,ℓ be a number of
j = 1, . . . , ℓ such that |Ytℓ,j − Ytℓ,j−1

| ≥ ε. Let Mε be a number of t ∈ (0, N ] such that |Yt − Yt−| ≥ ε.
Then Mε,ℓ is F-measurable and it holds that (→ the next question)

M2ε ≤ lim inf
ℓ→∞

Mε,ℓ.

Moreover, by

Mε,ℓ =

ℓ∑
j=1

I(|Ytℓ,j − Ytℓ,j−1
| ≥ ε)

and by the assumption on αε(t), we have

EMε,ℓ =

ℓ∑
j=1

P (|Ytℓ,j − Ytℓ,j−1
| ≥ ε) ≤ ℓαε(N/ℓ) → 0 (ℓ→ ∞).

Hence, by Fatou’s lemma,

EM2ε ≤ E[lim inf
ℓ→∞

Mε,ℓ] ≤ lim inf
ℓ→∞

EMε,ℓ = 0.

Therefore, we have P (
⋂
ε>0{Mε = 0}) = 1 and get the desired result. (More exactly, let ΩN :=⋂

k≥1{lim infℓ→∞M1/k,ℓ = 0}, then it is contained the above event and ΩN ∈ F , P (ΩN ) = 1. Thus, we
may let F be the completion.)

It remains to show that a Gaussian distribution satisfies αε(t). In general,

µ̂(z) = exp

[
−1

2
〈Az, z〉+ i〈γ, z〉

]
by change of variables we may set A = diag (λ1, . . . , λp, 0, . . . , 0) (λj > 0), γ = 0. Moreover, it is enough
to show that for ∀ε > 0,

lim
t↓0

1

t
µt∗(Ccε) = 0 (Cε = (−ε, ε)d).

By Xj
t = 0 if j > p,

µt∗(Ccε) = P (Xt /∈ Cε) =

p∑
j=1

P (|Xj
t | ≥ ε) = 2

p∑
j=1

1√
2πλjt

∫ ∞

ε

e−x
2/(2λjt)dx

= 2

p∑
j=1

1√
2π

∫ ∞

ε/
√
λjt

e−x
2/2dx

≤ 2
√
t

ε

p∑
j=1

√
λj
2π
e−ε

2/(2λjt) = o(t) (t ↓ 0),

where the last estimation comes from∫ ∞

c

e−x
2/2dx ≤

∫ ∞

c

x

c
e−x

2/2 =
1

c
e−c

2/2 by x/c ≥ 1

or ∫ ∞

c

e−x
2/2dx ≤

∫ ∞

c

e−x
2/2

(
1 +

1

x2

)
dx =

1

c
e−c

2/2.

Question. In the above proof, show M2ε ≤ lim infℓ→∞Mε,ℓ.
If at a t > 0, Yt has a jump with size larger than or equal to 2ε, then by using right-continuity, ∃ℓ0;

∀ℓ ≥
ℓ0,

∃tℓ,j−1 ≤ t < tℓ,j ; |Ytℓ,j − Ytℓ,j−1 | ≥ ε. Because Ytℓ,j−1 can be taken as close to Yt−, and Ytℓ,j can be taken as

close to Yt,
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5.2 Absolute continuity of distributions of Lévy Processes

In general, a σ-finite measure µ on Rd has the following Lebesgue decomposition with respect to the
Lebesgue measure dx:

µ = µc + µd, µc = µac + µsc.

they are called “a continuous part+ a discrete part”, “continuous = absolute continuous + singular
continuous” such that ∀x, µc({x}) = 0, µd =

∑
anδxn

; an > 0, xn ∈ Rd. Moreover, µac � dx, i.e.,
|A| = 0 ⇒ µac(A) = 0 ⇐⇒ ∃1f ≥ 0;µac(dx) = f(x)dx, this f is unique a.e.

In this section, we consider the sufficient conditions for that a distribution µt of a Lévy process Xt is
absolute continuous.

Theorem 5.2 For a Lévy process (Xt) with a triplet (A,µ, γ), If rank A = d, then for ∀t > 0, µt is
absolute continuous.

Since a non-degenerate Gaussian distribution (i.e., rank A = d) is clearly absolute continuous and the
convolution of it and an arbitrary distribution is also absolute continuous, the above is obvious.

If r = rank A < d, then By orthogonal transform, the first r-dimension has a Gaussian density. Thus,
in the remaining (d− r)-dimension space if it has a density by ν, then the product of them is a density
on the whole space. Therefore, in the following we may assume A = 0 and investigate the conditions on
ν for absolute continuity of µt.

If a Lévy measure ν is absolute continuous, then µ is so, too, as in the following. However, in multi-
dimensional case, we have an example of that µ is absolute continuous even if ν is not so. The rotation
invariant stable distribution is an example of the first half, and the product of 1 -dimensional symmetric
stable distributions is the one of the later half.

Let a finite measure ν̃(dx) = (1 ∧ |x|2)ν(dx).

Theorem 5.3 (The 1st sufficient condition for absolute continuity) If ν(Rd) = ∞ and ∃ℓ ≥
1; ν̃ℓ∗ is absolute continuous, then for ∀t > 0, the distribution of Xt の is absolute continuous.

Proof.
The distribution µ of X1 can be approximated by compound Poisson distributions µn by Lévy mea-

sures νn = ν|{|x|≥1/n}:

µn =
∑
k≥0

e−cn
ckn
k!
νk∗n =

ℓ−1∑
k=0

+
∑
k≥ℓ

 e−cn
1

k!
νk∗n

(with cn = νn(R
d)) and µ has µn as a convolution element (i.e., µ = µn ∗ µcn). Moreover, the above 2nd

term is absolute continuous, and by cn → ∞, we have

(µsc + µd)(R
d) ≤ (µn,sc + µn,d)(R

d) ≤
ℓ−1∑
k=0

e−cn
ckn
k!

→ 0.

Finally, for Xt (t > 0), we only change cn to tcn, and so the desired result holds.

A RV X is degenerate
def⇐⇒ ∃a ∈ Rd, ∃V ⊂ Rd: a subspace; dimV < d, P (X ∈ a + V ) = 1, i.e.,

supp µX ⊂ a+ V .

A Lévy process (Xt) is degenerate
def⇐⇒ ∀t > 0, P (Xt ∈ at+ V ) = 1.

If it is not degenerate, then if is called be non-degenerate. Moreover, in general, the following are
equivalent: (1) ∀t > 0, P (Xt ∈ V ) = 1, (2) ∃t > 0;P (Xt ∈ V ) = 1, (3) A(Rd), supp ν ⊂ V, γ ∈ V

Theorem 5.4 (The 2nd sufficient condition for absolute continuity) If (Xt) is a non-
degenerate Lévy process and if its Lévy measure ν is absolute continuous in radial directions and satisfies
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divergence condition, that is, ∃λ(ξ): a finite measure on S = Sd−1, ∃g(r, ξ): a measurable function on
(0,∞)× S; (note that if we set g(0, ξ) = 0 and we may consider r ∈ [0,∞).)

ν(dx) =

∫
S

λ(dξ)

∫ ∞

0

g(r, ξ)1dx(rξ)dr,

∫ ∞

0

g(r, ξ)dr = ∞ λ(dξ)-a.e.,

then ∀t > 0, the distribution of Xt is absolute continuous.

Note. The divergence condition contains the case of ν = 0, i.e., λ = 0, however, in this case we have
rank A = d.

In order to proof we use the following lemmas:

Lemma 5.1 If ν is absolute continuous in radial directions and for an arbitrary (d−1)-dimensional
subspace V , ν(V ) = 0, then νd∗ is absolute continuous, and by the previous theorem, µ is absolute
continuous.

Lemma 5.2 For a linear subsapce V ; dimV ≤ d − 1, let T be the orthogonal projection from Rd.
If ν is absolute continuous in radial directions, then νT−1 on V is so, and if ν satisfies the divergence
condition, and if νT−1 6= 0, then νT−1 is so.

[Proof of Theorem 5.4].
It is enough to show the case of t = 1, that is, µ is absolute continuous. As mentioned before, we may

set A− 0. If d = 1, then ν is absolute continuous by Theroem 5.2. We assume the claim holds in lower
d-dimension and show in d-dimension. If ν(V ) = 0 for any (d − 1)-dimensional subspaces V , then by
Lemma 5.1 µ is absolute continuous. Thus, it is enough to show the case that ∃V : a (d− 1)-dimensional
subspace; ν(V ) > 0. Let V1 be a linear subspace spanned by the support of the restricted ν to V . Then
1 ≤ dimV1 ≤ d− 1, Let V2 be the orthogonal complement of V1, denote orthogonal projection to V1, V2
as T1, T2 and set xj = Tjx. Then Rd = V1 ⊕ V2. We define µ1 ∈ I(Rd) by the following:

µ̂1(z) = exp

[∫
V1

(ei⟨z,x⟩ − 1− i〈z, x〉1D(x))ν(dx)
]

(D = {|x| < 1}).

By Lemma 5.2, on V1, νT
−1
1 is absolute continuous in radial directions and satisfies the divergence

condition, then by the assumption of induction, ∃1f1(x1) ≥ 0;µ1(dx1) = f(x1)dx1. Hence, for B ∈
B(Rd); |B| = 0, it is enough to show µ(B) = 0. Define µ2 ∈ I(Rd) by µ = µ1 ∗ µ2. We have

µ(B) =

∫
Rd

h(y1, y2)µ2(dy), h(y1, y2) :=

∫
V1

1B(x1 + y1, y2)f(x1)dx1.

By ∫
V2

dy2

∫
V1

1B(x1, y2)dx1 = |B| = 0,∫
V1

1B(x1, y2)dx1 = 0 dy2-a.e., that is, for
∀y2 /∈ B2 with ∃B2 ∈ B(V2); |B2| = 0. Hence, for ∀y1 ∈ V1 and

∀y2 /∈ B2,

∫
V1

1B(x1 + y1, y2)dx1 = 0. Thus, h(y1, y2) = h(y1, y2)1B2(y2). Define Y :
(d)
= µ2 on Rd, and

Yj := TjY , let ρ2 :
(d)
= Y2 on V2, ρ1(dy1| y2) := P (Y1 ∈ dy1| Y2 = y2). Then

µ(B) =

∫
Rd

h(y1, y2)1B2
(y2)µ2(dy) =

∫
B2

ρ2(dy2)

∫
V1

h(y1, y2)ρ1(dy1| y2),

and hence, ρ2 ∈ I(V2). Let ν2 be a Lévy measure of µ2, Then the Lévy measure of ρ2 is ν3 := ν2T
−1
2 |V2

.
This is absolute continuous in radial directions and satisfies the divergence condition on V2, and ρ2 is
non-degenerate. In fact, if the support of ν3 is contained in a proper subspace of V2; V

0
2 ⊂ V2, then the

support of ν2 is in V1+V
0
2 , and hence, ν is so, however it contradicts the non-degeneracy of µ. Thus, the
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space spanned by the support of ν3 is V2, and ρ2 is non-degenerate on V2. Therefore, by the assumption
of the induction, ρ2 is absolute continuous on V2 and we have ρ2(B2) = 0. Hence, µ(B) = 0.

[Proof of Lemma 5.1]. Let |B| = 0 and we show ν̃d∗(B) = 0.

ν̃d∗(B) =

∫
Sd

d∏
j=1

λ(dξj)

∫ ∞

0

· · ·
∫ ∞

0

1B(r1ξ1 + ·+ rdξd)

d∏
j=1

g(rj , ξj)(1 ∧ r2j )drj .

By the assumption, ∀V ⊂ Rd; a subspace ; dimV < d, we may set λ(V ∩S) = 0として良い. Moreover, let
V (ξ1, . . . , ξd) be a linear subspace spanned by ξ1, . . . , ξd ∈ S and for 1 ≤ r ≤ d, let Kr = {(ξ1, . . . , ξd) ∈
Sd; dimV (ξ1, . . . , ξd) = r We divide Sd as the following disjoint union:

Sd =
⋃
r≤d

Kr, Kr =
⋃

{i1,...,ir}

K(i1, . . . , ir) if r < d,

where K(i1, . . . , ir) is a family of all (ξ1, . . . , ξd) ∈ Kr such that ξi1 , . . . , ξir are linear independent. On
Kd, by |B| = 0 and change of variables it is 0. On the other sets they are 0 by the assumption. Hence,
we have ν̃d∗(B) = 0 を得る. In fact, if ξ1, . . . , ξd are linear independent, then by change of variables
(rj)j≤d 7→ r1ξ1 + ·+ rdξd, we have∫ ∞

0

· · ·
∫ ∞

0

1B(r1ξ1 + ·+ rdξd)

d∏
j=1

g(rj , ξj)(1 ∧ r2j )drj = 0.

Hence, it is 0 on Kd. Moreover, let 1 ≤ r ≤ d − 1 and fix i0 6= i1, . . . , ir. By the assumption
λ(K(i1, . . . , ir)) = 0 and K(i1, . . . , ir) = S ∩ V (ξi1 , . . . , ξir ) implies∫

K(i1,...,ir)

d∏
j=1

λ(dξj) ≤
∫
Sd−1

∏
j ̸=i0

λ(dξj)

∫
S

1V (ξi1 ,...,ξir )
(ξi0)λ(dξi0) = 0.

Therefore, ν̃d∗(B) = 0.

[Proof of Lemma 5.2]. Let V2 be an orthogonal complement of V , and let T2 be the orthogonal
projection to V2. Let c := λ(S \ V2). If c = 0, then the support of ν is in V2, the support of νT−1 is {0},
and hence, it is clear. Let c > 0. Let Q := c−1ν be restricted to S \ V2 and as a probability measure we
define RVs Y (ξ) = Tξ/|Tξ|, Z(ξ) = T2ξ and define a distribution of Y as PY (dη) = Q(Y ∈ dη) on S ∩ V ,
and define a conditional distribution of Z under the condition Y = η as P ηZ(dζ) = Q(Z ∈ dζ| Y = η) on
V2. P

η
Z(dζ) is a distribution on {|ζ| < 1} ∩ V2 and it is determined except η with 0 PY measure. Note

that ξ = Tξ + T2ξ = (1 − |Z|2)1/2Y + Z (since 1 = |ξ|2 = |Tξ|2 + |Z|2 and by |Tξ|2 = 1 − |Z|2). Let
Λ(dη) := cPY (dη) and

G(r, η) :=

∫
V2

(1− |ζ|2)−1/2g((1− |ζ|2)−1/2r, (1− |ζ|2)1/2η + ζ))P ηz (dζ)

Then we have

νT−1(B) =

∫
S∩V

Λ(dη)

∫ ∞

0

G(r, η)1B(rη)dr

In fact, for ∀B ∈ B(V ); 0 /∈ B, under the above distribution by ξ − ζ = Tξ = (1− |ζ|2)1/2η, we have

νT−1(B) =

∫
S\V2

λ(dξ)

∫ ∞

0

g(r, ξ)1B(rTξ)dr

= c

∫
S∩V

PY (dη)

∫
V2

P ηz (dζ)

∫ ∞

0

g(r, (1− |ζ|2)1/2η + ζ))1B(r(1− |ζ|2)1/2η)dr

= c

∫
S∩V

PY (dη)

∫
V2

(1− |ζ|2)−1/2hB(η, ζ)P
η
z (dζ),
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where

hB(η, ζ) =

∫ ∞

0

g((1− |ζ|2)−1/2r, (1− |ζ|2)1/2η + ζ))1B(rη)dr.

Therefore we have the above equation.
Moreover, on the divergence condition, it is equivalent to that ∀C ∈ B(S), ν((0,∞)C) = 0 or ∞. If

C ∈ B(S ∩ V ), then x ∈ T−1((0,∞)C) ⇐⇒ Tx 6= 0, Tx/|Tx| ∈ C. Thus, let C1 be a set of unitarized
vectors of (0,∞)C + V2. Then T−1((0,∞)C) = (0,∞)C1 and C1 ∈ B(S) implies νT−1((0,∞)C) =
ν((0,∞)C1) = 0 or ∞.
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6 Lévy Processes and Markov Processes

(Xt): a Markov process
def⇐⇒ For arbitrary time 0 ≤ s < t and bounded Borel function f ,

E[f(Xt)| Fs] = E[f(Xt)| Xs] a.s. Moreover, if (the above)= E[f(Xt−s| X0 = x]| x=Xs
a.s., then it

is called a time homogeneous MP.
When X0 = x a.s., it is called a Markov process starting from x. In this case it is denoted as Xt = Xx

t

or (Xt, Px).
For example, for a Lévy process (Xt), let X

x
t = x+Xt, then it is a Markov process starting from x.

Let (Xt, Px) be a time homogeneous Markov process on Rd starting from x. For a bounded Borel ft
φ, let

Pt(x, dy) := Px(Xt ∈ dy), Ptφ(x) := Ex[φ(Xt)] =

∫
Rd

φ(y)Pt(x, dy)

and this is called a transition probability.
For a transition probability (Pt(x, dy))t≥0, if

∃(Pt(dy))t≥0; Pt(x, dy) = Pt(dy − x) (∀t > 0), then it is
space homogeneous and (Xt) is called a time space homogeneous Markov process.

This process is equivalent to a Lévy process in law and it is given as Pt(dy) = µt∗(dy).

Theorem 6.1 Let (Xt) be a time homogeneous Markov process starting from x0 and let Pt(x, dy) be
its transition probability. For ε > 0, set Dε(x) := {y; |x− y| < ε} and

αε(t) := sup
x∈Rd

Pt(x,Dε(x)
c) = sup

x∈Rd

Px(|Xt − x| ≥ ε).

(1) If ∀ε > 0, limt↓0 αε(t) = 0, then (Xt) is continuous in probability and has a D-version, i.e., (Yt)
is a D-process and equivalent to (Xt). Moreover, ∀t > 0, P (Yt− = Yt) = 1 holds.

(2) If ∀ε > 0, limt↓0 t
−1αε(t) = 0, then (Xt) has a C-version.

Proof. The proof is almost the same as in the Lévy case. Only 2○ is changed to the following, and we
show it: Let α̃ε(t), B(k, ε, I) be defined by the same as before. Let 0 ≤ s1 < · · · < sm ≤ a < b, I ⊂ [a, b]
and for a bounded Borel function g(x1, . . . , xm), set Z := g(Xs1 , . . . , Xsm).

2○ By Markov property the following holds.

E[Z;B(p, 4ε, I)] ≤ EZ(2α̃ε(b− a))p.

This can be shown by the induction on p. If p = 1, then let Ck, Dk be the same as in the Lévy
case. That is, let Ck be an event of that |Xtj −Xa| is larger than or equal to 2ε first at j = k and set
Dk = {|Xb −Xtk | ≥ ε}. Then Ck are mutually disjoint and it holds that as in the Lévy case

B(1, 4ε, I) ⊂
n⋃
k=1

{|Xtk −Xa| ≥ 2ε} =

n⋃
k=1

Ck ⊂ {|Xb −Xa| ≥ ε} ∪
n⋃
k=1

(Ck ∩Dk).

If we take conditional expectations on Fa and on Ftk , then by Markov property, we have

E[Z;B(1, 4ε, I)] ≤ E[ZP (|Xb −Xa| ≥ ε| Xa)] +

n∑
k=1

E[Z1Ck
P (Dk| Xtk)]

= E[ZPXa
(|Xb−a −X0| ≥ ε)] +

n∑
k=1

E[Z1Ck
PXtk

(|Xb−tk −X0| ≥ ε)]

≤ EZαε(b− a) +

n∑
k=1

E[Z1Ck
]αε(b− tk) ≤ EZ · 2α̃ε(b− a).

Next we assume the desired inequality holds for p (≥ 1). Let Ek, Fk be the same as in case of Lévy. By
P (Fk| Xa) ≤ 2α̃ε(b− a), by the assumption of the induction and by Markov property, we have

E[Z;B(p+ 1, 4ε, I)] ≤
n∑
k=1

E[Z1Ek
P (Fk| Xa)] ≤ 2α̃ε(b− a)

n∑
k=1

E[Z;Ek]

= 2α̃ε(b− a)E[Z;B(p, 4ε, I)] ≤ EZ(2α̃ε(b− a))p+1.

Therefore, the desired inequality is obtained.


